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Abstract—A reduced-order multiple-model (MM) estimator for noise identification in dynamic stochastic systems is developed. The unknown noise statistics are assumed to be static. While a standard static MM estimator does not grow exponentially over time, its computational complexity grows exponentially with the number of modes. The proposed algorithm reduces the computational complexity of MM estimation from exponential to polynomial by constructing a significantly smaller set of mode models which are updated every time step. It is assumed that the constructed mode models do not change significantly between time steps, which in turn holds if the smoothness of the mode probabilities is guaranteed. It is shown in the case where there is “enough” statistical distinction between the noise modes, the proposed reduced-order MM estimator converges to the standard MM estimator. The proposed reduced-order MM estimator is evaluated using Monte Carlo simulations, showing that it performs nearly similar to the standard MM estimator with a fraction of its complexity. The numerical example shows less than a 2% increase in the root mean-squared errors (RMSEs) of the reduced-order MM estimator from the standard one, while the reduction in the number of filters in the reduced-order MM estimator is 300%. To further validate the proposed filter, experimental results are presented of an unmanned aerial vehicle (UAV) navigating with terrestrial signals of opportunity. Opportunistic navigation serves a relevant application for MM-based estimation, as system parameters, namely the statistics of the clock error dynamics of opportunistic sources, are unknown and must be adaptively estimated. The experimental results show a UAV navigating for more than 5 minutes over a trajectory of more than 3 km, achieving a final position error of 6.21 m obtained using the standard MM estimator versus a final position error of 6.25 m obtained using the proposed reduced-order MM estimator. A standard extended Kalman filter (EKF) was implemented for comparative analysis, showing a final error of 40.03 m. In the experiments, the reduced-order MM estimator was implemented with 16 filters, while the standard MM was implemented with 256 filters.

Index Terms—Multiple-model estimation, adaptive estimation, noise identification, navigation, signals of opportunity.

I. INTRODUCTION

The ability to adaptively estimate unknown or poorly modeled system parameters is of particular interest in the ever advancing level of autonomy of ground, aerial, and space vehicles. Consider a self-driving car or an unmanned aerial vehicle (UAV) entering a poorly modeled, dynamic stochastic environment, such as an urban intersection [1], [2] or a signal landscape [3], [4]. As the vehicle navigates its environment, it must estimate its own states simultaneously with the environment’s states, while refining its models of the surrounding environment.

Adaptive estimation approaches [5] can be categorized into Bayesian [6]–[8], covariance matching [9]–[11], correlation [12]–[14], maximum likelihood (ML) [15]–[17], and hybrid methods. A popular Bayesian technique is the multiple-model (MM) estimator. However, such estimators suffer from the curse of dimensionality in the presence of mode-switching [18], [19]. Covariance matching techniques rely on the principle of making the time average of squared innovations consistent with the ensemble average; hence, they implicitly assume ergodicity of the noise. Tuning the process noise covariance is typically done in an ad-hoc manner, making the convergence of these techniques questionable [20], [21]. Correlation methods assume ergodicity of the noise and rely on establishing relationships between the noise statistics and the autocorrelation of the measurement or residual sequences. They have been shown to be a fruitful approach [22]–[24].

In ML techniques, the likelihood function is maximized to obtain estimates of the noise statistics, and the chain rule of probability distributions is typically invoked. A unique solution is only guaranteed whenever the dimension of the observation vector is greater than or equal to the dimension of the state vector [25], [26]. The most popular hybrid techniques are the MM adaptive estimator with mode switching [27], [28] and the interacting multiple-model (IMM) estimator [29], [30]. MM estimation has been used in a variety of applications, ranging from positioning and navigation [31], [32], target tracking [33], [34], air traffic control [35], [36], fault detection [37], [38], cognitive radio [39], [40], and many more. MM estimators have been “adapted” to estimating process and measurement noise statistics [41].

Both MM and IMM estimators maintain a bank of Kalman filters (KFs) matched to the various modes at which the system may be operating. The innovation likelihoods from each filter are used to weight the filter estimates to form a combined state estimate. The standard static MM adaptive estimator directly uses these likelihoods as adaptive weights, which could cause the filter to converge onto a particular mode. To rectify this behavior, minimum threshold probabilities are typically assigned to each filter. The IMM circumvents this problem with the introduction of an interaction/mixing step in which state estimates given to the bank of filters are calculated at each time step using the weighted estimates of the previous time step. While the IMM and its derivatives reduce the computational complexity as a function of time, the literature falls short on addressing the computational complexity of
MM-based estimator as a function of the number of possible modes.

This paper considers the following problem. A stochastic linear time-varying (LTV) system with $N$ process noise elements, each of which can be in $M$ modes. As such, a full implementation of standard MM estimators requires $M^N$ filters to exhaust all possible modes. This exploding complexity renders MM estimators impractical for moderately large-scale systems. This paper aims to develop a reduced-order MM estimator that only requires $M \cdot N$ filters. A particular application that would benefit from such reduction in complexity is navigation with signals of opportunity (SOPs), which are ambient signals not intended for navigation purposes [42]. SOPs have been demonstrated to be a promising complement or alternative to global navigation satellite system (GNSS) signals in GNSS-challenged environments [43], [44]. Examples of SOPs include AM/FM radio [45], [46], digital television [47], [48], cellular [49]–[52], and low Earth orbit (LEO) satellites [53]–[56]. Cellular signals proved to be particularly attractive due to their spatial and spectral diversity, high received power, and cost-free usage of their downlink synchronization signals. Cellular SOP receivers were designed to extract navigation observables from such signals [57]–[61], e.g., pseudorange and carrier phase measurements. Both the pseudorange and carrier phase measurements give a measure of the range between the transmitter and receiver up to some bias due to the difference between the transmitter’s and receiver’s clocks. The cellular SOP transmitters, known as base transceiver stations (BTSs), may be asynchronous and have unknown clock biases, which are dynamic and stochastic processes. When the statistics of these processes are unknown to the estimator, the filter will be mismatched to the true model, which in turn would degrade the estimation performance and more dangerously, could cause filter divergence altogether. One way to circumvent this mismatch is to use an adaptive MM estimator, where each estimator is matched to the statistics of some possible clock oscillator quality. A preliminary study demonstrated the efficacy of this approach, where two modes per transmitter were employed, one pertaining to a low quality oscillator and one to a high quality oscillator, and the mode probability was used as a weight [62].

The number of estimators needed for a standard MM estimator grows exponentially with the number of transmitters, especially in the case of aerial vehicle navigation, where the number of visible transmitters increases due to favorable radio propagation channels [63]. Assuming two possible models per transmitter clock, employing a standard MM estimator, $2^8 = 1024$ filters would be needed for 8 transmitters. As the number of transmitters increases even further; which could easily happen with LEO SOPs [64], [65], where hundreds of LEO satellites could be simultaneously visible [4]; the computational complexity of MM estimators becomes practically infeasible to implement on small UAVs with limited computational power.

Motivated by the need of a computationally efficient MM estimator, the contributions of this paper are as follows:

- A reduced-order MM estimator is proposed to adaptively estimate the process and measurement noise covariance in stochastic LTV systems. The proposed algorithm performs nearly similar to a standard MM estimator with a fraction of the computational complexity.
- A sufficient condition for the reduced-order MM estimator to converge to a standard estimator is derived.
- Monte Carlo simulations are presented to evaluate the proposed algorithm, showing a less than 2% difference in the root mean-squared error (RMSE) of the proposed algorithm compared to the standard MM estimator.
- Experimental results are presented, showing a UAV navigating for more than 5 minutes over a trajectory of more than 3 km with the proposed algorithm. The reduced-order MM estimator is compared with a standard MM estimator and a standard extended Kalman filter (EKF). A final position error of 6.21 m is obtained using the standard MM estimator implemented with 256 filters while a final position error of 6.25 m is obtained using the proposed reduced-order MM estimator implemented with 16 filters only.

The remainder of this paper is organized as follows. Section II provides the system model and gives an overview of standard MM estimation. Section III describes the reduced-order MM algorithm. Section IV presents simulation results. Section V presents experimental results. Concluding remarks are given in Section VI.

II. SYSTEM MODEL AND MULTIPLE MODEL ESTIMATION OVERVIEW

This section presents the models adopted in the paper and gives an overview of MM estimators.

A. System Model

Consider the following discrete-time LTV system

$$\begin{align*}
x(k+1) &= F(k)x(k) + w(k) \\
z(k) &= H(k)x(k) + v(k), \quad k = 0, 1, \ldots,
\end{align*}$$

where $x(k) \in \mathbb{R}^{n_x}$ is the state vector; $F(k)$ is the state transition matrix; $z(k) \in \mathbb{R}^{n_z}$ is the measurement vector; $H(k)$ is the output matrix; and $w(k)$ and $v(k)$ are zero-mean white Gaussian random sequences with covariances $Q(k)$ and $R(k)$, respectively. Let $Z^k$ denote the set of all measurements up to time $k$, i.e., $Z^k \triangleq \{z(\kappa)\}_{\kappa=0}^k$. The time index $k$ will be subsequently dropped for compactness of notation, unless explicitly specified. Consider the process noise vector $w = [w_1, w_2, \ldots, w_{n_w}]^T$. Each $w_l$ can be in one of $r_l$ modes, where each particular mode has a corresponding variance $\sigma^2_{l}$ and cross-covariance $\sigma_{l'l'}$ for $l' \in \{1, \ldots, n_w\}\setminus l$. Let $L$ denote the total number of process noise elements for which $r_l > 1$. The resulting process noise covariance can always be expressed as a linear combination of these $L$ elements as given by

$$Q = \sum_{l=1}^{L} \Gamma_l Q_l' \Gamma_l^T,$$

where $\Gamma_l$ are known constant matrices and $Q_l' \in \{Q_l'\}_{l=1}^r$, and $r_l$ is number of possible “modes” of process noise element $l$. In
this paper, it is assumed that all elements of the process noise covariance matrix are in a fixed but unknown mode $\forall k \geq 0$, i.e.,

$$Q^j = Q^j_{n_1}, \quad \forall k \geq 0,$$

where $n_1$ is the active mode of the $j$th element. To illustrate (3) and (4), consider a double integrator system driven by process noise. This system is typically used to model the behavior of crystal oscillator clocks, a crucial element in radionavigation. The discrete-time process noise covariance of these models is expressed as

$$Q = \begin{bmatrix} S_1 T + S_2 T^3 & S_2 T^2 \\ S_2 T^2 & S_2 T \end{bmatrix},$$

where $T$ is the sampling time and $S_1$ and $S_2$ are the continuous-time power spectra of the clock bias and drift. The quantities $S_1$ and $S_2$ vary with the quality of the oscillator. When these quantities are unknown, one can use an MM estimator to estimate them along with the clock states. It is assumed that $S_1$ and $S_2$ are given from the sets $S_1$ and $S_2$, respectively. A standard MM estimator would require a number of filters that is equal to the product of the cardinalities of $S_1$ and $S_2$. The goal of the reduced-order MM is to adaptively estimate $S_1$ and $S_2$ with lower complexity. As such, one can re-write the process noise covariance in (5) as

$$Q = \sum_{l=1}^{2} \Gamma_l Q^l \Gamma_l^T,$$

where

$$Q^1 = S_1 T, \quad Q^2 = \begin{bmatrix} S_2 T^3 & S_2 T^2 \\ S_2 T^2 & S_2 T \end{bmatrix}, \quad \Gamma_1 = [1, 0]^T, \quad \Gamma_2 = \mathbf{I}_{2 \times 2}$$

and $\mathbf{I}_{n \times n}$ is the $n \times n$ identity matrix. Note that $\Gamma_1$ and $\Gamma_2$ are constant and known matrices. The quantity $Q^1$ is solely dependent on $S_1$, which is unknown but is given from the set $S_1$ and $Q^2$ is solely dependent on $S_2$, which is also unknown but is given from the set $S_2$. As will be shown in the next Section, expressing $Q$ as in (3) will be crucial in the formulation of the reduced-order MM estimator, as it allows to estimate the process noise covariance of each element separately from the rest, reducing the number of filters needed to the sum of cardinalities of $S_1$ and $S_2$ instead of their product.

Similarly to the process noise covariance, the measurement noise covariance can generally be expressed as a linear combination of $J$ elements as given by

$$R = \sum_{j=1}^{J} \Psi_j R^j \Psi_j^T,$$

where $\Psi_j$ are known constant matrices and $R^j \in \{ R^j \}_{j=1}^{s_j}$, and $s_j$ is number of possible modes of measurement noise element $j$. Moreover, it is assumed that all elements of the measurement noise covariance matrix are in a fixed but unknown mode $\forall k \geq 0$, i.e.,

$$R^j = R^j_{o_j}, \quad \forall k \geq 0,$$

where $o_j$ is the active mode of the $j$th element. Note that it is assumed that $Q > 0$ and $R > 0$.

B. Overview of the Standard Multiple Model Estimator

In MM estimation, the system is assumed to obey one of a finite number of modes, and a bank of estimators (usually KFs) run in parallel, where each filter is matched to a particular mode. A state estimate is computed by summing the individual filter estimates, weighted by their respective innovation likelihoods [66].

1) Simple MM Estimator Formulation: A single cycle of the standard MM estimator for $r = 2$ models is depicted in Fig. 1, with the following notational definitions:

- $r$ Number of filters
- $i \in \{1, \ldots, r\} \in \mathbb{N}$ Hypothesis that mode $i$ is active
- $x^i(k|k)$ State estimate of filter $i$
- $P^i(k|k)$ Estimation error covariance of filter $i$
- $\Lambda_i(k + 1)$ Innovation likelihood of filter $i$
- $\hat{x}^i(k + 1|k + 1)$ Updated state estimate of filter $i$
- $P^i(k + 1|k + 1)$ Updated estimation error covariance of filter $i$
- $\mu_i(k + 1)$ Mode probability of filter $i$
- $x_{\text{MM}}(k + 1|k + 1)$ Combined state estimate in the MM estimator
- $P_{\text{MM}}(k + 1|k + 1)$ Combined estimation error covariance in the MM estimator

The MM estimator consists of three stages: filtering, mode probability update, and combination, which are summarized next.

1) Mode-Matched Filtering: This stage performs a regular KF update (prediction and correction), for each KF in the bank, where each filter is matched to a particular mode to produce estimates $\hat{x}^i(k + 1|k + 1)$ and associated estimation error covariance $P^i(k + 1|k + 1)$. It also calculates the innovation likelihood functions according to

$$\Lambda_i(k + 1) = \mathcal{N}[\nu^i(k + 1); 0, S^i(k + 1)],$$

where $\mathcal{N}[\nu; \mu, \Sigma]$ denotes the multivariate Gaussian probability density function (pdf) with mean vector $\mu$ and covariance matrix $\Sigma$ evaluated at some vector $\nu$, $\nu^i(k + 1)$ is the innovation vector in filter $i$, and $S^i(k + 1)$ is the innovation covariance in filter $i$.

2) Mode probability update: This stage updates the mode probabilities based on the innovation likelihoods using Bayes’ formula, which can be shown to be

$$\mu_i(k + 1) = \frac{\Lambda_i(k + 1)\mu_i(k)}{\sum_{j=1}^{r} \Lambda_j(k + 1)\mu_j(k)}.$$  

3) State estimate and covariance combination: This stage combines the state estimates and estimation error covariances from the individual filters by weighting $\hat{x}^i(k + 1|k + 1)$...
1[k + 1] and \( P^i(k + 1) \) by their respective mode probabilities \( \mu_i(k + 1) \) according to

\[
\hat{x}_{\text{MM}}(k + 1) = \sum_{j=1}^{r} \mu_j(k + 1) \hat{x}^j(k + 1),
\]

and

\[
P_{\text{MM}}(k + 1) = \sum_{j=1}^{r} \mu_j(k + 1) \{ P^j(k + 1) + \left( \hat{x}^j(k + 1) - \hat{x}_{\text{MM}}(k + 1) \right) \left( \hat{x}^j(k + 1) - \hat{x}_{\text{MM}}(k + 1) \right)^T \}.
\]

Consequently, in order to run an MM estimator for the system defined in (1)–(2), the number of filters needed is given by

\[
N_{\text{filters}} = \prod_{i=1}^{L} r_i \prod_{j=1}^{J} s_j.
\]

Assuming \( r_1 = r_2 = \ldots = r_L = r \) and \( s_1 = s_2 = \ldots = s_J = s \), then \( N_{\text{filters}} = r^L s^J \), which grows exponentially with the number of elements \( L \) and \( J \). The next section proposes a near-optimal MM-based estimator where the number of required filters does not scale exponentially.

III. REDUCED-ORDER MM ESTIMATOR

The reduced-order MM estimator is developed next.

A. Motivation of the Reduced-Order MM Estimator

MM estimators were also used to estimate the unknown process noise statistics in [67], where a bank of two KFs are identically initialized with the exception of \( Q^i \). One of the filters was initialized with an upper-bound \( Q_{\text{max}} \), while the other is initialized with a lower-bound \( Q_{\text{min}} \), corresponding to the worst and best case process noise scenarios. In this scheme, the noise covariance estimate \( \hat{Q} \) is computed as

\[
\hat{Q}(k) = \sum_{i=1}^{2} \mu_i(k) Q^i(k).
\]

This can be similarly done for the measurement covariance as

\[
\hat{R}(k) = \sum_{i=1}^{2} \mu_i(k) R^i(k).
\]
The following lemma motivates the main idea behind the reduced-order MM estimator.

**Lemma III.1.** Consider a MM estimator for the system in (1)-(2). Then, the process noise and measurement noise covariance estimates may be expressed as

\[
\hat{Q}(k) = \frac{1}{J} \sum_{l=1}^{L} \sum_{i_l} \mu_{i_l}(k) \hat{Q}_{i_l}(k),
\]

(22)

\[
\hat{R}(k) = \frac{1}{J} \sum_{j=1}^{J} \mu_{j}(k) \hat{R}_{j}(k),
\]

(23)

where \(\mu_{i_l}(k)\) and \(\mu_{j}(k)\) are some appropriately defined probabilities, i.e., \(\sum \mu_{i_l}(k) = 1\) and \(\sum \mu_{j}(k) = 1\), and

\[
\hat{Q}_{i_l}(k) \triangleq \sum_{l=1}^{L} \mu_{i_l}(k) \Gamma_i Q_i \Gamma_i^T,
\]

(24)

\[
\hat{R}_{j}(k) \triangleq \sum_{j=1}^{J} \mu_{j}(k) \Psi_j R_j \Psi_j^T + \hat{R}(k),
\]

(25)

where \(\hat{Q}_{m}(k) \triangleq \sum_{l=1}^{L} \sum_{i_l \neq m} \mu_{i_l}(k) \Gamma_i Q_i \Gamma_i^T\) and \(\hat{R}_{p}(k) \triangleq \sum_{j=1}^{J} \sum_{j \neq p} \mu_{j}(k) \Psi_j R_j \Psi_j^T\).

**Proof.** See Appendix.

Lemma III.1 implies that the estimated process and measurement noise covariances can be expressed as a sum of \(\sum_{l=1}^{L} r_l \) and \(\sum_{j=1}^{J} s_j \) terms, respectively. For simplicity, assume \(J = 1\) with \(s_1 = s = 1\) and \(r_1 = r\). Then, (22) can be interpreted as the estimated process noise covariance from \(L\) banks of filters, each bank with \(r\) sub-banks of filters, with each particular filter matched to the process noise covariance given in (24). A similar interpretation can be made for \(\hat{R}(k)\) in the general case. Consequently, when all \(L\) and \(J\) banks of filters converge, i.e., the mode probabilities \(\mu_{i_l}(k)\) and \(\mu_{j}(k)\) become

\[
\mu_{i_l}(k) = \mu_{i_l^0},
\]

(26)

where \(\mu_{i_l^0}\) denote the mode probability of the filter matched to the \(i_l\)th mode of the \(l\)th process noise element and \(\mu_{j}^0\) denote the mode probability of the filter matched to the \(t_j\)th mode of the \(j\)th measurement noise element.

1) **Model Construction:** In this stage, a model for each mode-matched filter is constructed as follows. Let \(u \in \{1, 2, \ldots, U\}\) denote the \(u\)th mode-matched filter. Note that if \(u \leq \sum_{l=1}^{L} r_l\), then \(u\) can be mapped to an element \(m\) of the process noise. In this case, the \(u\)th process noise covariance, which is the one matched to the \(i_u\)th mode of the \(m\)th process noise element, is constructed as

\[
\hat{Q}^u(k) = \Gamma_m Q_{i_u m} \Gamma_m^T + \hat{Q}^m(k),
\]

(28)

where

\[
\hat{Q}^m(k) = \sum_{l=1}^{L} \sum_{i_l \neq m} \hat{\mu}_{i_l}^u \Gamma_i Q_i \Gamma_i^T,
\]

(29)

The mode-matched measurement noise covariance will be given by

\[
\hat{R}^u(k) = \sum_{j=1}^{J} \sum_{j \neq p} \hat{\mu}_{j}^u \Psi_j R_j \Psi_j^T,
\]

(30)

Alternatively, if \(u > \sum_{l=1}^{L} r_l\) then \(u\) can be mapped to the \(t_u\)th mode of the \(m\)th measurement noise element. In this case, the mode-matched process noise covariance is constructed as

\[
\hat{Q}^m(k) = \sum_{l=1}^{L} \sum_{i_l} \mu_{i_l^u} \Gamma_i Q_i \Gamma_i^T.
\]

(31)

The mode-matched measurement noise covariance will be given by

\[
\hat{R}^m(k) = \sum_{j=1}^{J} \sum_{j \neq p} \hat{\mu}_{j}^u \Psi_j R_j \Psi_j^T.
\]

(33)

2) **Mode-Matched Filtering:** After model construction, each filter is updated and the likelihood functions denoted by \(\Lambda_i^j(k)\) and \(\Lambda_j^i(k)\) are computed similarly to the MM estimator shown in (10). For details about mode-matched filtering and likelihood function calculations, the reader is referred to [66].

3) **Mode probability Update:** Similar to the standard MM equations, the mode probabilities \(\hat{\mu}_{i_l}^u\) and \(\hat{\mu}_{j}^u\) are updated using \(\Lambda_i^j(k)\) and \(\Lambda_j^i(k)\) according to (11). This step assumes that the constructed models do not vary significantly between time steps. The assumption is discussed further in Subsection III-D.

4) **State Estimate and Covariance Combination:** Let \(\hat{x}_{MM}(k|k)\) and \(P_{MM}(k|k)\) denote the state estimate and covariance of the reduced-order MM estimator. Moreover, let \(\hat{x}_{i_l}^u(k|k)\) and \(P_{i_l}^u(k|k)\) denote the estimate and estimation error covariance maintained in the filter matched to the \(i_l\)th mode of the \(u\)th process noise element, and \(\hat{x}_{j}^u(k|k)\) and \(P_{j}^u(k|k)\) denote the estimate and estimation error covariance maintained in the filter matched to the \(t_j\)th mode of the \(j\)th measurement noise element.
measurement covariance noise element. Subsequently, the state estimate and covariance combination is performed similarly to the standard MM estimator and is given by

$$
\hat{x}_{MM}^r(k|k) = \frac{1}{L+j} \left[ \sum_{i=1}^L \sum_{l_i} \mu_{i_l}(k) \hat{x}_{i_l}^l(k|k) + \sum_{j=1}^J \tilde{\mu}_{r,j}(k) \tilde{x}_{r,j}(k|k) \right].
$$

(34)

The estimation error covariance is given by

$$
P_{MM}^r(k|k) = \frac{1}{L+j} \left[ \sum_{i=1}^L \sum_{l_i} \mu_{i_l}(k) \left( P_{i_l}^q(k|k) + \left[ \hat{x}_{i_l}^l(k|k) - \hat{x}_{MM}^l(k|k) \right] \left[ \hat{x}_{i_l}^l(k|k) - \hat{x}_{MM}^l(k|k) \right]^T \right) + \sum_{j=1}^J \tilde{\mu}_{r,j}(k) \left( P_{r,j}^q(k|k) + \left[ \tilde{x}_{r,j}(k|k) - \tilde{x}_{MM}^r(k|k) \right] \left[ \tilde{x}_{r,j}(k|k) - \tilde{x}_{MM}^r(k|k) \right]^T \right) \right].
$$

(35)

Note that similar to the standard MM estimator, the process noise and measurement noise covariances may be estimated as

$$
\hat{Q}(k) = \sum_{l=1}^L \sum_{i_l} \mu_{i_l}(k) Q_{i_l} \Gamma_l \Gamma_l^T,
$$

(36)

$$
\hat{R}(k) = \sum_{j=1}^J \tilde{\mu}_{r,j}(k) \Psi_j \Psi_j^T.
$$

(37)

C. Optimality of the Reduced-Order MM Estimator

The reduced-order MM estimator comprises \( L + J \) banks of filters, one for each process noise and measurement noise element. The \( l \)th bank of process noise elements contains a sub-bank of \( r_l \) filters, each matched to one of the \( r_l \) modes that the \( l \)th process noise element can be in. In other words, the \( l \)th bank is running \( r_l \) filters, each filter matched to a process noise covariance from the set \( \{Q_{i_l}(k)\}_{i_l=1}^{r_l} \). Similarly, the \( j \)th bank of measurement noise elements contains a sub-bank of \( s_j \) filters, each matched to one of the \( s_j \) modes that the \( j \)th measurement noise element can be in. In other words, the \( j \)th bank is running \( s_j \) filters, each filter matched to a measurement noise covariance from the set \( \{R_{r,j}(k)\}_{r,j=1}^{s_j} \).

Recall that \( \hat{x}(k|k) \) and \( P(k|k) \) denote the estimate of \( \hat{x} \) and its associated estimation error covariance in a KF matched to the true statistics \( Q \) and \( R \). As such, if the mode probabilities in the reduced-order MM converge to the right values, i.e.,

$$
\hat{\mu}_{i_l}(k) = \mu_{i_l}^{q,l}, \quad \forall \ l = 1, \ldots, L,
$$

(38)

$$
\hat{\mu}_{r,j}(k) = \mu_{r,j}^{q,j}, \quad \forall \ j = 1, \ldots, J,
$$

(39)

then, it can be readily shown combining (36)–(39) that the estimated process and measurement noise covariances converge to the true ones, i.e.,

$$
\hat{Q}(k) \to Q(k), \quad \hat{R}(k) \to R(k).
$$

(40)

As a result, the filters for which \( \hat{\mu}_{i_l}(k) = 1 \) and \( \hat{\mu}_{r,j}(k) = 1 \) will be matched to \( Q \) and \( R \), which in turn means that their state estimate and estimation error covariances will converge to \( \hat{x}(k|k) \) and \( P(k|k) \). As such, if (38) and (39) hold, then it follows that

$$
\hat{x}_{MM}(k|k) \to \hat{x}(k|k), \quad \hat{P}_{MM}(k|k) \to P(k|k).
$$

(41)

In other words, if (38) and (39) hold, then the reduced-order MM estimator converges to that of a matched KF, which is known to be the optimal estimator of \( x \).

D. Condition for Convergence

Recall that the reduced-order MM estimator employs a total of \( U = \sum_{l=1}^L r_l + \sum_{j=1}^J s_j \) filters, and that the \( u \)th mode-matched filter, where \( u \in \{1, 2, \ldots, U\} \), can be mapped to an element \( m \) of the process or measurement noise. As such, let \( \hat{\mu}_{\zeta_m}(k) \) denote the estimated mode probability in the reduced-order MM estimator, which maps to \( \hat{\mu}_{\zeta_m}(k) \) if \( u \leq \sum_{l=1}^L r_l \), or to \( \hat{\mu}_{\zeta_m}(k) \) otherwise. Moreover, let \( \tilde{M}_{\zeta_m}(k) \) denote the process and measurement noise model assumed by the \( u \)th mode-matched filter, which can be obtained from (28)–(32). Using Bayes’ formula, one can write \( \hat{\mu}_{\zeta_m}(k) \) as

$$
\hat{\mu}_{\zeta_m}(k) = \frac{\Pr \left[ \tilde{M}_{\zeta_m}(k) | z(k), Z^{k-1} \right]}{\Pr \left[ z(k) | Z^{k-1} \right]} = \frac{\Pr \left[ M_{\zeta_m}(k), \tilde{M}_{\zeta_m}(k) | z(k), Z^{k-1} \right]}{\Pr \left[ \tilde{M}_{\zeta_m}(k) | Z^{k-1} \right]} = \frac{\Pr \left[ z(k) | M_{\zeta_m}(k), Z^{k-1} \right] \Pr \left[ \tilde{M}_{\zeta_m}(k) | Z^{k-1} \right]}{\sum_{\zeta_n} \Pr \left[ z(k) | M_{\zeta_n}(k), Z^{k-1} \right] \Pr \left[ \tilde{M}_{\zeta_n}(k) | Z^{k-1} \right]}.
$$

(42)

Note that \( \Pr \left[ \tilde{M}_{\zeta_m}(k) | Z^{k-1} \right] \) is not known but if the model estimate does not vary significantly between time steps, it can be approximated with

$$
\Pr \left[ \tilde{M}_{\zeta_m}(k) | Z^{k-1} \right] \approx \Pr \left[ \tilde{M}_{\zeta_m}(k) | Z^{k-1} \right] = \hat{\mu}_{\zeta_m}(k|k-1),
$$

(43)

hence the following recursion is obtained

$$
\hat{\mu}_{\zeta_m}(k) \approx \alpha_{\zeta_m}(k) \hat{\mu}_{\zeta_m}(k|k-1),
$$

(44)

where

$$
\alpha_{\zeta_m}(k) \triangleq \frac{\Pr \left[ z(k) | \tilde{M}_{\zeta_m}(k), Z^{k-1} \right]}{\sum_{\zeta_n} \Pr \left[ z(k) | M_{\zeta_n}(k), Z^{k-1} \right] \hat{\mu}_{\zeta_n}(k|k-1)}.
$$

(45)

It is required for these probabilities to converge to the right ones, i.e., all converge to zero except \( \{\hat{\mu}_{i_l}(k)|_{l=1}^L\} \) and \( \{\hat{\mu}_{r,j}(k)|_{j=1}^J\} \) converge to one. A sufficient condition for this
convergence to happen is that there exists some \( k_0 \) such that
\[ \forall k \geq k_0, \text{the following holds} \]
\[
\arg\max_{\zeta_m} \left[ \alpha_{\zeta_m}^{\beta,m}(k) \right] = \begin{cases} 
   n_m, & \text{if } u \leq \sum_{l=1}^{L} r_l, \\
   o_m, & \text{otherwise},
\end{cases}
\tag{46}
\]
where \( n_m \) and \( o_m \) are the indexes of the true modes of the \( m \)th process noise and measurement noise elements, respectively. The above condition is similar to process noise and measurement noise elements, respectively. The condition in (46) says that at each time step \( k \geq k_0 \), the closest constructed model to the true model is the one matched to \( n_m \), if \( u \leq \sum_{l=1}^{L} r_l \) or \( o_m \) otherwise. Note that the reduced order MM estimator can be viewed as a standard MM estimator whose model modes are different than the true model. In such cases, when the assumed modes in the standard MM estimator do not contain the true mode of the system, it has been proven in [7] that the standard MM estimator will converge to the mode whose model is the closest to the true model. As such, when (46) holds, then (38)–(39) will be satisfied and the reduced-order MM estimator will converge to the mode whose model is set to be \( S^1 \times \tilde{S}^1 \). The initial state statistics are chosen as \( \hat{x} \sim \mathcal{N}(x_0, P_0) \), where \( x_0 \triangleq \text{diag}[1000, 10] \). Then, five estimators are implemented for comparative analysis:

i **Matched KF**: A single KF matched to the true model,

ii **Standard MM estimator**: A standard MM estimator running all 27 filters each matched to a combination from the set \( S^1 \times \tilde{S}^1 \).

iii **Reduced-order MM estimator**: The proposed reduced-order MM estimator with 9 filters, which is the efficient implementation of the standard MM estimator, and

iv **Mismatched KF - min \( Q \)**: A single KF assuming \( S^1 = 0.1, S^2 = 0.001, \) and \( R = 1 \).

v **Mismatched KF - max \( Q \)**: A single KF assuming \( S^1 = 8, S^2 = 5, \) and \( R = 10 \).

The root mean-squared error (RMSE) of each of the states \( x_1 \) and \( x_2 \) was computed from 10^4 Monte Carlo realizations for each filter and are shown in Fig. 3 along with the RMSE calculated by propagating the Riccati equation. It can be clearly seen from Fig. 3 that while the matched KF yields the lowest RMSE matching the theoretical RMSE obtained by the Riccati equation, the standard and reduced-order MM estimators achieve comparable performance. The mismatched KF with maximum \( Q \) yields acceptable RMSE for \( x_1 \); however, the RMSE for \( x_2 \) is significantly large. The fraction of increase in the final RMSEs of the reduced-order MM from the standard MM estimator is 1.40% and 1.90% for \( x_1 \) and \( x_2 \), respectively. This small loss in performance between the reduced-order and standard MM estimator comes at the benefit of a significant reduction in the number of filters needed, which in this case is a 300% reduction. The fraction of realizations in which the standard MM estimator converged to the wrong modes was 12.8% and 24.01% for the reduced-order MM estimator. Moreover, the fraction of realizations the reduced-order MM estimator converged to different modes than the standard estimator was computed to be 14.82%.
Mode and element index definition:

$q$: Symbol relating to the process noise covariance
$L$: Number of elements in the process noise covariance
$l$: Index of process noise element
$r_l$: Number of possible modes of the $l$-th process noise element
$u \in \{1, \ldots, r_l\}$: Mode index of $l$-th process noise element

$r$: Symbol relating to the measurement noise covariance
$J$: Number of elements in the measurement noise covariance
$s_j$: Number of possible modes of the $j$-th measurement noise element
$t_j \in \{1, \ldots, s_j\}$: Mode index of $j$-th measurement noise element

Mode and element index definition:

$$U = \sum_{l=1}^{L} r_l + \sum_{j=1}^{J} s_j$$: Total number of mode-matched filters
$$m_u$$: Index of process noise element corresponding to $u$-th mode-matched filter

Mapping between element and mode-matched filter indexes:

Given $u \leq \sum_{l=1}^{L} r_l$, $m_u$ is process noise element index such that:

$$m_u = \sum_{l=1}^{u} r_l$$

Given $u > \sum_{l=1}^{L} r_l$, $m_u$ is measurement noise element index such that:

$$m_u = u - \sum_{l=1}^{L} r_l$$

Reduced-order MM algorithm:

**Initialization**

$$\hat{x}_{MM}^{l}(0|0), \hat{P}_{MM}^{l}(0|0)$$

**Model construction**

(25)–(30)

**Mode-matched filtering** [64]

$$\hat{\mu}_{l}^{u}(k), \hat{\mu}_{l}^{r,j}(k) \text{ if } u \leq \sum_{l=1}^{L} r_l$$

$$\hat{\mu}_{l}^{u}(k), \hat{\mu}_{l}^{r,j}(k) \text{ if } u > \sum_{l=1}^{L} r_l$$

**Mode probability update (7)&(8)**

$$\hat{P}_{l}^{u}(k), \hat{P}_{l}^{r,j}(k)$$

**State estimate & covariance combination [31]&[32]**

$$\hat{x}_{MM}^{l}(0|0), \hat{P}_{MM}^{l}(0|0)$$

Fig. 2. Summary of the reduced-order algorithm showing how the indexes are defined and calculated as well as a block diagram of the filtering steps.

Fig. 3. Monte Carlo simulations results showing the RMSE for each error state $x_1$ and $x_2$ computed from 104 realizations for each of the estimators for $S_1 = \{0.1, 0.4, 8\}$, $S_2 = \{0.001, 0.4, 5\}$, and $R = \{1, 8, 10\}$. The RMSE was also calculated by propagating the Riccati equation and plotted for comparison.

In order to explore the case where the reduced-order MM fails to approximate the standard MM, the sets $S_1$, $S_2$, and $R$ are changed to $S_1 = \{3, 5, 4, 8\}$, $S_2 = \{0.01, 0.4, 8\}$, and $R = \{6, 8, 10\}$. Then, five estimators are implemented for comparative analysis:

i **Matched KF**: A single KF matched to the true model,

ii **Standard MM estimator**: A standard MM estimator running all 27 filters each matched to a combination from the set $S_1 \times S_2 \times R$,

iii **Reduced-order MM estimator**: The proposed reduced-order MM estimator with 9 filters, which is the efficient implementation of the standard MM estimator, and

iv **Mismatched KF - min Q**: A single KF assuming $S_1 = 3.4, S_2 = 0.01, and R = 6$.

v **Mismatched KF - max Q**: A single KF assuming $S_1 = 8, S_2 = 0.8$, and $R = 10$.

The new results are shown in Fig. 4. As can be seen from the figure, when there is less distinction between the modes, reflected by the fact that the values in $S_1$, $S_2$, and $R$ are now closer to one another, the reduced-order MM struggles to properly approximate the standard MM. This is an indication that the sufficient condition discussed in Section III-D is not satisfied. Although the reduced-order MM performed worse after changing $S_1$ and $S_2$, it still yielded acceptable performance, especially compared to the mismatched KF with the minimum Q. The mismatched KF with the maximum Q yields acceptable RMSEs. This second set of simulation results highlights the importance of the condition in Section III-D for both MM estimators and suggest that when the modes are “close enough”, there is not much gain in using a MM estimation approach over the maximum Q filter. However, in practical MM applications, the modes will be significantly distinct. In such cases, the reduced-order MM would be desirable as it performs similarly to the standard MM estimator but with the fraction of its complexity. This is illustrated in the next section. The simulation results are summarized in Table I.

V. CASE STUDY: UAV NAVIGATION WITH CELLULAR SIGNALS OF OPPORTUNITY

This section presents experimental results for the case of UAV navigation with signals of opportunity (SOPs) to validate the proposed method.
BTS, where $\delta t_n$ is the difference between the BTS’s and receiver’s clock biases, $\delta t_n$ is the difference of their drifts, and $c$ is the speed of light. A double integrator driven by process noise is used to model each of the clock error states. As such, $x_{clk,n}$ will evolve according to

$$x_{clk,n}(k + 1) = F_{clk}x_{clk,n}(k) + w_{clk,n}(k),$$

where $w_{clk,n}$ is a zero-mean, white sequence with covariance $Q_{clk,n} \triangleq Q_{clk} + Q_{clk,n}$, and

$$F_{clk} \triangleq \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix}, \quad Q_{clk,n} \triangleq \begin{bmatrix} T^2 S_{\delta t} + T S_{\delta t} & T^2 \tilde{S}_{\delta t} \\ T^2 \tilde{S}_{\delta t} & T S_{\delta t} \end{bmatrix},$$

where $\tilde{S}_{\delta t}$ and $S_{\delta t}$ are the clock bias and clock drift process noise spectra, and $i$ denotes either the receiver-mounted UAV $r$ or the $n$-th BTS $s_n$. The power spectra $S_{\delta t}$ and $\tilde{S}_{\delta t}$ can be related to the power-law coefficients $\{h_\alpha f_\alpha^\beta\}$, which have been shown through laboratory experiments to characterize the power spectral density of the fractional frequency deviation $y(t)$ of an oscillator from nominal frequency, namely, $S_p(f) = \sum_{\alpha=2}^2 h_\alpha f_\alpha^{\alpha-2} [68]$. It is common to approximate such relationships by considering only the frequency random-walk coefficient $h_{-2}$ and the white frequency coefficient $h_0$, which lead to $S_{\delta t} \approx h_{0,i}$ and $\tilde{S}_{\delta t} \approx 2\pi^2 h_{-2,i}$ [66], [69]. It is important to note that the process noise in the clock error states will be correlated due to receiver’s process noise; hence,

$$\mathbb{E}[w_{clk,n}(k)w_{clk,n}(k)^T] = \begin{cases} Q_{clk} + Q_{clk,n}, & \text{if } n = m, \\ Q_{clk,n}, & \text{otherwise}. \end{cases}$$

3) Measurement Model: Carrier phase measurements are more precise than pseudorange measurements [70] and will hence used in what follows. Note that the precision of carrier phase measurements come at the price of additional ambiguities, which have been shown lumped into the clock biases $\delta t_n$. The carrier phase measurement expressed in meters can be modeled as

$$z_n(k) = \|r_r(k) - r_{s_n}\|_2 + c\delta t_n(k) + v_n(k),$$

where $r_{s_n}$ is the $n$-th BTS’s known 2-D position vector and $v_n(k)$ is the measurement noise, which is modeled as a zero-mean, white Gaussian random variable with variance $\sigma_n^2(k)$. The statistics of $v_n(k)$ are discussed in [70].

4) EKF Model: The EKF estimates the UAV-mounted receiver’s position and velocity and the clock error states for all BTSs, namely

$$x(k) \triangleq [x_{pv}(k), \ldots, x_{clk,N}(k)]^T,$$

where $N$ is the total number of available BTSs. As such, it follows that the dynamics of $x$ and the measurement model will be given by

$$x(k + 1) = Fx(k) + w(k)$$

$$z(k) = h[x(k)] + v(k),$$

where $F \triangleq \text{diag}[F_{pv}, F_{clk}, \ldots, F_{clk}]$ is the process noise $w(k)$, and $v(k)$ is the measurement noise, which is modeled as a zero-mean, white Gaussian random variable with variance $\sigma_n^2(k)$.

A. System Model

In what follows, the UAV motion model, clock error models, and measurement models are described and the mode-matched EKFs are formulated.

1) UAV Dynamics Model: The UAV’s 2-D position and velocity states, $r_r$ and $\dot{r}_r$, respectively, are assumed to evolve according to velocity random walk dynamics. Note that it is assumed that the UAV knows its altitude from other sensors, such as a barometric altimeter. As such, the discrete-time dynamics of $x_{pv} \triangleq \begin{bmatrix} r_r^T, \dot{r}_r^T \end{bmatrix}^T$ will be given by

$$x_{pv}(k + 1) = F_{pv}x_{pv}(k) + w_{pv}(k), \quad k = 0, 1, \ldots,\ldots, (51)$$

where $w_{pv}$ is a zero-mean, white sequence with covariance $Q_{pv}$, and

$$F_{pv} \triangleq \begin{bmatrix} I_{2\times2} & T I_{2\times2} \\ 0_{2\times2} & I_{2\times2} \end{bmatrix}, \quad Q_{pv} \triangleq \begin{bmatrix} T^2 \tilde{S}_{pv} & T^2 \tilde{S}_{pv} \\ T^2 \tilde{S}_{pv} & T \tilde{S}_{pv} \end{bmatrix},$$

where $T$ is the sampling interval, $\tilde{S}_{pv} \triangleq \text{diag}[\tilde{q}_1, \tilde{q}_2]$, and $\tilde{q}_x$ and $\tilde{q}_y$ are the $x$ and $y$ acceleration noise power spectra, respectively.

2) Clock Error Dynamics Model: Let $x_{clk,n} \triangleq c[\delta t_n, \dot{\delta} t_n]^T$ denote the clock error state of the $n$-th BTS, where $\delta t_n$ is the difference between the BTS’s and receiver’s clock biases, $\delta t_n$ is the difference of their drifts, and $c$ is the speed of light. A double integrator driven by process noise is used to model each of the clock error states. As such, $x_{clk,n}$ will evolve according to

$$x_{clk,n}(k + 1) = F_{clk}x_{clk,n}(k) + w_{clk,n}(k),$$

where $w_{clk,n}$ is a zero-mean, white sequence with covariance $Q_{clk,n} \triangleq Q_{clk} + Q_{clk,n}$, and

$$F_{clk} \triangleq \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix}, \quad Q_{clk,n} \triangleq \begin{bmatrix} T^2 S_{\delta t} + T S_{\delta t} & T^2 \tilde{S}_{\delta t} \\ T^2 \tilde{S}_{\delta t} & T S_{\delta t} \end{bmatrix},$$

where $\tilde{S}_{\delta t}$ and $S_{\delta t}$ are the clock bias and clock drift process noise spectra, and $i$ denotes either the receiver-mounted UAV $r$ or the $n$-th BTS $s_n$. The power spectra $S_{\delta t}$ and $\tilde{S}_{\delta t}$ can be related to the power-law coefficients $\{h_\alpha f_\alpha^\beta\}$, which have been shown through laboratory experiments to characterize the power spectral density of the fractional frequency deviation $y(t)$ of an oscillator from nominal frequency, namely, $S_p(f) = \sum_{\alpha=2}^2 h_\alpha f_\alpha^{\alpha-2} [68]$. It is common to approximate such relationships by considering only the frequency random-walk coefficient $h_{-2}$ and the white frequency coefficient $h_0$, which lead to $S_{\delta t} \approx h_{0,i}$ and $\tilde{S}_{\delta t} \approx 2\pi^2 h_{-2,i}$ [66], [69]. It is important to note that the process noise in the clock error states will be correlated due to receiver’s process noise; hence,

$$\mathbb{E}[w_{clk,n}(k)w_{clk,n}(k)^T] = \begin{cases} Q_{clk} + Q_{clk,n}, & \text{if } n = m, \\ Q_{clk,n}, & \text{otherwise}. \end{cases}$$

3) Measurement Model: Carrier phase measurements are more precise than pseudorange measurements [70] and will hence used in what follows. Note that the precision of carrier phase measurements come at the price of additional ambiguities, which have been shown lumped into the clock biases $\delta t_n$. The carrier phase measurement expressed in meters can be modeled as

$$z_n(k) = \|r_r(k) - r_{s_n}\|_2 + c\delta t_n(k) + v_n(k),$$

where $r_{s_n}$ is the $n$-th BTS’s known 2-D position vector and $v_n(k)$ is the measurement noise, which is modeled as a zero-mean, white Gaussian random variable with variance $\sigma_n^2(k)$. The statistics of $v_n(k)$ are discussed in [70].

4) EKF Model: The EKF estimates the UAV-mounted receiver’s position and velocity and the clock error states for all BTSs, namely

$$x(k) \triangleq [x_{pv}(k), \ldots, x_{clk,N}(k)]^T,$$

where $N$ is the total number of available BTSs. As such, it follows that the dynamics of $x$ and the measurement model will be given by

$$x(k + 1) = Fx(k) + w(k)$$

$$z(k) = h[x(k)] + v(k),$$

where $F \triangleq \text{diag}[F_{pv}, F_{clk}, \ldots, F_{clk}]$ is the process noise $w(k)$, and $v(k)$ is the measurement noise, which is modeled as a zero-mean, white Gaussian random variable with variance $\sigma_n^2(k)$. The statistics of $v_n(k)$ are discussed in [70].
error covariance $\Sigma(k)$ is observable for the covariance $P$ Jacobian $E$ where 

\[
E_k = \begin{bmatrix}
Q_{\text{clk},r} + Q_{\text{clk},1} & Q_{\text{clk},r} & \ldots & Q_{\text{clk},r} \\
Q_{\text{clk},r} & Q_{\text{clk},r} + Q_{\text{clk},2} & \ldots & Q_{\text{clk},r} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{\text{clk},r} & \vdots & \ldots & Q_{\text{clk},r} + Q_{\text{clk},N}
\end{bmatrix}
\]

and $v(k) \triangleq [v_1(k), \ldots, v_N(k)]^T$ is a discrete-time zero-mean white Gaussian sequence with covariance $Q(k)$ where $Q(k)$ is of the form defined in (3), particularly, it can be expressed as

\[
Q = \Gamma_{\text{pv}}P_{\text{pv}} \Gamma_{\text{pv}}^T + \Gamma_r Q_{\text{clk}} \Gamma_r^T + \sum_{n=1}^{N} \Gamma_{s_n} Q_{\text{clk},n} \Gamma_{s_n}^T,
\]

where $\Gamma_{\text{pv}} \triangleq \begin{bmatrix} I_{4 \times 4}, 0_{1 \times 2N} \end{bmatrix}^T$, $\Gamma_r \triangleq \begin{bmatrix} 0_{2 \times 4}, I_{2 \times 2}, \ldots, 0_{2 \times 2} \end{bmatrix}^T$, and $\Gamma_{s_n} \triangleq \begin{bmatrix} 0_{2 \times 4}, 0_{2 \times 2}, \ldots, 0_{2 \times 2} \end{bmatrix}^T$. Each EKF is producing an estimate $\hat{x}(k|j) = \mathbb{E}[x(k)|z(1), \ldots, z(j)]$, $j \leq k$, with an associated estimation error covariance $P(k|j) = \mathbb{E}[(\hat{x}(k|j) - x(k))^T(\hat{x}(k|j) - x(k)))]$, where $\hat{x}(k|j) \triangleq x(k) - \hat{x}(k|j)$ is the estimation error. The current state estimate $\hat{x}(k)$ and its associated estimation error covariance $P(k|k)$ are obtained using the standard EKF equations. It has been proven in [70] that the system in (56)–(57) is observable for $N \geq 2$ and the estimation error will be bounded in a mean-square sense. The measurement Jacobian $H(k)$ used in the EKF estimation error covariance update is given by

\[
H(k) = \begin{bmatrix} G(k) & I_{N \times N} & 0_{(N+2) \times (N+2)} \end{bmatrix},
\]

where $G(k)$ is evaluated at $\hat{x}(k|j)$. As such, linearizing the system defined in (56)–(57) around the estimate yields

\[
\tilde{x}(k+1|k) = F \tilde{x}(k|k) + u(k),
\]

\[
\nu(k) = H(k) \tilde{x}(k|k-1) + v(k),
\]

where $\nu(k) \triangleq z(k) - h(\tilde{x}(k|k-1))$ is the innovation vector. The system in (61)–(62) is an LTV system whose process noise covariance given in (58) is of the form in (3). Consequently, the proposed reduced-order MM estimator can be used to estimate $x$.

**B. Hardware Setup and Filter Description**

For this experiment, a DJI Matrice 600 was equipped with an Ettus E312 universal software radio peripheral (USRP), a consumer-grade 800/1900 MHz cellular antenna, and a small consumer-grade GPS antenna to discipline the on-board oscillator. The UAV-mounted receiver was tuned to listen to cellular signals in the 800 MHz band allocated for cellular communication in the U.S. Specifically, the E312 USRP was tuned to an 882.75 MHz carrier frequency, which is a cellular CDMA channel allocated for the U.S. cellular provider Verizon Wireless. Samples of the received signals were stored for off-line post-processing. The cellular carrier phase measurements were given at a rate of 37.5 Hz, i.e., $T = 26.67$ ms. The ground-truth reference for the UAV trajectory was taken from its on-board navigation system, which uses GPS, an inertial measurement unit (IMU), and other sensors. The hovering horizontal precision of the UAV is reported to be 1.5 meters by DJI. The $x$ and $y$ continuous-time acceleration noise spectra were set to $q_x = q_y = 0.03$ m$^2$/s$^3$. Throughout the experiment, the receiver on-board the UAV was listening to 7 cellular CDMA BTSs whose positions were determined beforehand. The experimental setup and BTS layout is shown in Fig. 5.

In this experiment, the statistics of the process noise driving the receiver and BTS clocks are unknown. The qualities of the BTS clock oscillators are assumed to range between that of a typical oven-controlled crystal oscillator (OCXO) and that of a high-quality OCXO. The quality of the receiver clock oscillator is assumed to range between that of a typical temperature compensated crystal oscillator (TCXO) and that of a typical OCXO. As such, each clock error state is assumed to be in one of two modes. The $h_0$ and $h_{-2}$ parameters of the aforementioned oscillators are given in Table II. Three estimators of $x$ are implemented for a comparative study:

i) **Standard EKF**: A single EKF matched to a typical TCXO for the receiver clock and typical OCXO for the BTSs’ clocks.

ii) **Standard MM estimator**: A standard MM estimator running $2^8 = 256$ filters each matched to a combination of typical TCXO or OCXO for the receiver clock and typical or high-quality OCXO for the BTSs’ clocks, and

iii) **Reduced-order MM estimator**: The proposed reduced-order MM estimator with $2 \times 8 = 16$ filters, which is the efficient implementation of the standard MM estimator.

Each EKF was initialized according to the framework in [70] with initial position estimates obtained from the UAVs’ on-board navigation systems and with equal mode probabilities. I.

**TABLE II

<table>
<thead>
<tr>
<th>Oscillator Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-quality OCXO {h_0, h_{-2}}</td>
<td>{2.6 \times 10^{-22}, 4.0 \times 10^{-26}}</td>
</tr>
<tr>
<td>Typical OCXO {h_0, h_{-2}}</td>
<td>{8.0 \times 10^{-20}, 4.0 \times 10^{-21}}</td>
</tr>
<tr>
<td>Typical TCXO {h_0, h_{-2}}</td>
<td>{9.4 \times 10^{-20}, 3.8 \times 10^{-21}}</td>
</tr>
</tbody>
</table>

**C. Experimental Results and Discussion**

The UAV’s total traversed trajectory was 3.02 km, which was completed in 320 seconds. The true and estimated UAV trajectories are shown in Fig. 6. The total position RMSE was calculated for each estimator is tabulated in Table III along with the final estimation errors.

It can be seen from Fig. 6 and Table III that both MM estimators perform significantly better than the standard EKF. The time history of the mode probabilities for the standard MM and reduced-order MM estimators shown in Fig. 7 shed
Fig. 5. Experimental setup and BTS layout. The environment consists of 7 cellular CDMA BTSs.

Fig. 6. True UAV trajectory and estimated UAV trajectories via the three estimators. Map data: Google Earth.

light on why both MM estimators performed significantly better than the standard EKF. It can be seen from Fig. 7 that all mode probabilities in the standard MM estimator converged to zero, except for that of mode 129, which corresponds to the receiver clock being a typical TCXO and all BTSs’ clocks being high-quality OCXOs. Convergence happened within the first 5 seconds of the experiment. That is, throughout the remaining 315 seconds, the standard MM behaved as a single EKF matched to mode 129. In contrast, the standard EKF considered in this experiment was matched to a receiver clock being a typical TCXO while the BTS clocks were assumed to be typical OCXOs. The model assumed by the standard EKF apparently mismatches the true model, resulting in large EKF errors. Such large errors were mitigated by the standard MM which converged to mode 129, indicating that the true model is closer to the one of mode 129 than the one assumed by the standard EKF. What is more interesting is that the reduced-order MM estimator mode probabilities converged to the same values as the standard MM. That is, the probability of the receiver clock being a typical TCXO converged to 1 and the probability of all BTSs’ clocks being OCXOs converged to 1 as well. In other words, the reduced-order MM also behaved as a single EKF matched to mode 129 after convergence. Consequently, one should expect that after some transient, the reduced-order MM estimator should converge to the standard MM estimator. This can be seen in Fig. 6, where the green curve (from the reduced-order MM estimator) converges to blue one (from the standard MM estimator) after

some transient. This is also reflected in the RMSE and final error values in Table III. To see this even more, the EKF position errors and the associated ±3σ bounds are shown in Fig. 8 for each estimator. A closer look at the EKF errors and ±3σ bounds of both MM estimators shows small differences in the first few seconds and almost identical behavior afterwards.

### Table III

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Number of filters</th>
<th>RMSE</th>
<th>Final error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard EKF</td>
<td>1</td>
<td>38.76 m</td>
<td>40.03 m</td>
</tr>
<tr>
<td>Standard MM</td>
<td>256</td>
<td>5.73 m</td>
<td>6.21 m</td>
</tr>
<tr>
<td>Reduced-order MM</td>
<td>16</td>
<td>5.67 m</td>
<td>6.25 m</td>
</tr>
</tbody>
</table>

Fig. 7. Time history of the probabilities of the standard and reduced-order MM estimators.

Fig. 8. UAV’s position estimation error trajectories (solid black lines) and associated ±3σ bounds (dashed blue lines) for each estimator.
VI. CONCLUSION

A reduced-order MM estimator for static noise identification in dynamic stochastic systems was proposed. The proposed algorithm reduces the computational complexity of MM estimation from exponential to polynomial by constructing a significantly smaller set of mode models which are updated every time step. It is assumed that the constructed mode models do not change significantly between time steps, which can be guaranteed by the smoothness of the mode probabilities. It is shown that the reduced-order MM estimator converges to the standard MM estimator when the mode models are sufficiently distinct. Two sets of Monte Carlo simulations were conducted: (i) one where the mode models were significantly distinct and (ii) one where mode models were very close. In the first set of simulations, the reduced-order MM estimator performs nearly similar to the standard MM estimator while some degradation is observed in the second set. However, the reduced-order MM yielded acceptable performance in both simulation sets and was implemented with a fraction of the standard MM estimator’s complexity. Experimental results of opportunistic navigation on a UAV in the case of unknown transmitter clock process noise covariances were also presented to further validate the proposed approach. The experimental results show a UAV navigating for more than 5 minutes over a trajectory of more than 3 km, with a final position error of 6.21 m obtained using the standard MM estimator versus a final position error of 6.25 m obtained using the proposed reduced-order MM estimator. A standard extended Kalman filter (EKF) was implemented for comparative analysis, showing a final error of 40.03 m. In the experiments, the reduced-order MM estimator was implemented with 16 filters, while the standard MM was implemented with 256 filters. While the proposed approach is showing promising results when the mode models are significantly distinct, a necessary condition for optimality is needed and is left as future work.
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APPENDIX

PROOF OF LEMMA III.1

This appendix provides the proof of Lemma III.1.

Proof. Note the marginalization
\[
\sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) = \sum_{i_1} \cdots \sum_{i_L} \Pr \left[ M_{i_1}^1, \ldots, M_{i_L}^L, N_{i_1}^J, \ldots, N_{i_L}^J \mid Z^K \right] = \Pr \left[ M_{i_1}^1, \ldots, M_{i_L}^L \mid Z^K \right] \triangleq \mu_{i_1, \ldots, i_L}(k).
\]

Using (63), (20) becomes
\[
Q(k) = \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1^T + \cdots + \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_L Q_{i_L}^T \Gamma_L^T
\]
\[
= \sum_{i_1} \cdots \sum_{i_L} \Gamma_1 Q_{i_1}^T \Gamma_1^T \mu_{i_1, \ldots, i_L}(k) + \cdots + \sum_{i_1} \cdots \sum_{i_L} \Gamma_L Q_{i_L}^T \Gamma_L^T \mu_{i_1, \ldots, i_L}(k).
\]

Moreover, define the following marginal probabilities
\[
\sum_{i_1} \cdots \sum_{i_L} \sum_{i_{L-1}} \cdots \sum_{i_1} \mu_{i_1, \ldots, i_L}(k) = \sum_{i_1} \cdots \sum_{i_{L-1}} \cdots \sum_{i_1} \Pr \left[ M_{i_1}^1, \ldots, M_{i_L}^L \mid Z^K \right] = \Pr \left[ M_{i_1}^1 \mid Z^K \right] \triangleq \mu_{i_1}^L(k).
\]

Subsequently, the estimated process noise covariance may be expressed as
\[
\hat{Q}(k) = \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1 + \cdots + \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_L Q_{i_L}^T \Gamma_L
\]
\[
= \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1^T + \cdots + \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_L Q_{i_L}^T \Gamma_L^T
\]
\[
= \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1^T + \cdots + \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_L Q_{i_L}^T \Gamma_L^T \right].
\]

Therefore,
\[
\hat{Q}(k) = \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1 \right] + \cdots + \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_L Q_{i_L}^T \Gamma_L + \Gamma L Q_{i_L}^T \Gamma L \right]
\]
\[
+ \ldots + \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma L Q_{i_L}^T \Gamma L + \Gamma L Q_{i_L}^T \Gamma L \right].
\]

Next, defining \(Q^m(k)\) according to (26) and noting that \(\sum_{i_1, \ldots, i_L} \mu_{i_1, \ldots, i_L}(k) = 1\), the estimated process noise covariance becomes
\[
\hat{Q}(k) = \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1^T + \tilde{Q}(k) \right] + \tilde{Q}(k)
\]
\[
+ \cdots + \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma L Q_{i_L}^T \Gamma L + \tilde{Q}(k) \right] + \tilde{Q}(k)
\]
\[
= \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma_1 Q_{i_1}^T \Gamma_1 \right] + \cdots + \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma L Q_{i_L}^T \Gamma L \right]
\]
\[
+ \cdots + \frac{1}{L} \left[ \sum_{i_1} \cdots \sum_{i_L} \mu_{i_1, \ldots, i_L}(k) \Gamma L Q_{i_L}^T \Gamma L + \tilde{Q}(k) \right].
\]

Defining \(Q^m(k)\) according to (24) yields (22).

A similar approach is taken for \(Q(k)\).
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