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ABSTRACT
An indoor localization algorithm that is based on fingerprinting and trilateration is developed. The algorithm assumes a priori knowledge of the layout of the environment and the position of the transmitters. First, a power map is simulated around "strategically" sampled training points. Then, the power map is used to produce an initial estimate for the position of the receiver, from which the total losses due to obstacles in the environment are calculated. These losses are extracted from the received power, transforming the non line-of-sight environment to a virtual line-of-sight one. The position of the receiver is finally obtained from the distances estimated from the corrected power by an extended Kalman filter. Numerical simulations and experimental results are presented to evaluate the performance of the proposed algorithm.

I. INTRODUCTION
Reliable and accurate indoor localization has considerable societal and economic impacts. The majority of emergency calls originate indoors on cell phones and many location-based services, such as people tracking, store locating, and proximity-based marketing, take place indoors. Several indoor localization technologies have been proposed, among the most promising of which are those exploiting ubiquitous wireless local area networks (WLAN or Wi-Fi) [1, 2]. Localization techniques can be broadly classified into triangulation/trilateration and fingerprinting.

Triangulation techniques are used to estimate the position of the receiver given the angle between the each transmitter and the main axis of the receiver’s antenna. Trilateration methods are used to estimate the position of the receiver given the distances from the receiver to each of the transmitters. In order to compute distances and angles, methods such as time of arrival (TOA), time difference of arrival (TDOA), phase of arrival (POA), and angle of arrival (AOA) are used. Although such techniques could theoretically deliver centimeter-level accuracy, they are practically prohibitive indoors, since they require a complex receiver architecture and due to propagation effects, such as fading, shadowing, and multipath [2]. The implementation of triangulation and trilateration methods that rely on TOA, TDOA, POA and/or AOA is becoming more feasible with the development of smart phone technology, especially on the models equipped with inertial measurement units (IMU) [3, 4]. Recent work exploits the IMUs and the dual antenna transceivers on mobile devices to implement a synthetic aperture RADAR (SAR) [4]. The SAR allows for the AOA to be calculated, hence localizing the receiver with a submeter accuracy.

However, when the receiver is not equipped with enough
sensors, other localization methods must be employed. Fingerprinting is a cheaper and simpler technique than triangulation and is derived from received signal strength (RSS) measurements. A power map of RSS in the environment is typically constructed offline either via numerical simulations or experimental sampling. Several empirical models have been used to generate the power maps, such as the COST model and the Motley-Keenan model [5, 6]. Lightweight models to simulate the power map were developed to eliminate the cumbersome training phase [5]. However, these approaches compromise accuracy for a higher computational speed. Other methods were proposed to improve the accuracy of lightweight models, however, extra overhead was introduced as the environment has to be clustered manually into smaller areas [6]. For more accurate fingerprinting positioning, the power map is generated by collecting several training points or reference points in the real environment. The accuracy is hence improved, but at the cost of a laborious training phase. In order to minimize the work in the training phase, methods such as crowdsourcing have been developed [7]. Such methods consist of expanding the power map by acquiring received power and position information of any user in the environment. Other approaches aimed at automating the map building process by integrating IMUs and radio frequency receivers on a mobile platform [8, 9]. Whether generated from an empirical model or from real data, a power map will consist of a set of RSS values associated with a corresponding set of \((x, y)\) coordinates in the space. In the online stage, the position of the object is estimated by choosing the \((x, y)\) coordinates that minimize the error between the measured RSS and the pre-mapped RSS values. To this end, several techniques have been proposed, such as probabilistic methods, K-nearest neighbor (kNN) [10], neural networks [11], support vector machine (SVM) [12], and smallest M-vertex polygon (SMP) [13]. Other methods employed modified versions of a Kalman filter (KF) to estimate the receiver position with fingerprinting [14, 15]. Their method however fails to account for the discontinuities caused by the obstacles in the indoor environments. In general, fingerprinting techniques perform relatively well and do not require complex or expensive receivers. While these techniques are practically implementable on underlying infrastructure, they possess two major drawbacks: (i) building the power map can be very cumbersome and laborious and (ii) the map needs to be updated whenever changes in the environment occur [16]. Other map-building methods use geostatistics to predict RSS measurements in unobserved locations, which reduce the number of required RSS measurements in the map-building process. Such techniques perform at a meter-level accuracy [17].

In this work, an indoor positioning technique that combines trilateration and fingerprinting coupled with an extended Kalman filter (EKF) is presented. The core of this method relies on transforming a non-line of sight (NLOS) environment to a virtual line of sight (VLOS) one, then solving for the position using trilateration. To the knowledge of the authors, no such approach has been proposed in the literature.

The proposed localization system assumes \textit{a priori} knowledge of the floor plan of the environment and the layout of the transmitting antennas. The system consists of two stages. First, a power map for the environment is generated offline based on the transmitted power of the transmitting antennas. A power map is then simulated around several power measurements sampled at the minimum number of locations required to describe the entire environment. During the online stage, RSS measurements are taken from each transmitter, and an initial estimate of the receiver location is determined by employing a power map-matching (MM) algorithm. This MM algorithm is adapted from a similar algorithm designed for GPS signal power in outdoor environments [18]. The initial position estimate is used to calculate the losses due to hard partitions. These losses are extracted from the RSS measurements and the power map is updated, converting the NLOS environment to a VLOS. Finally, an EKF is employed to estimate the position of the receiver based on the corrected received power and the initial MM solution. The proposed approach is tested numerically and experimentally.

The remainder of the paper is organized as follows. Section II describes the received power and distance models. Section III discusses the proposed VLOS positioning algorithm. Section IV presents the simulation and experimental results of both the map matching algorithm and the VLOS positioning algorithm. Concluding remarks are given in section V.

II. MODEL DESCRIPTION

In most applications, the receiver is only sensing the received signal power from the transmitter. A distance or range estimate has to be extracted from the measured power in order for the receiver to localize itself. Therefore, a model that relates the received power to the distance must be assumed. The proposed power and distance models are described in this subsection.

A. Received Power Model

To model the radio frequency (RF) propagation in indoor environments, the log-distance path loss model will
be adopted [19], which is is given by
\[ P_r(d) = P_0 - 10n \log_{10} \left( \frac{d}{d_0} \right) + w, \]
where \( P_r(d) \) is the received power in dBm at a distance \( d \) in meters, \( P_0 \) is the power received in dBm at the reference distance \( d_0 \), \( n \) is the path loss exponent, and \( w \) is a term that captures the effect of random shadowing, which is modeled as a zero-mean Gaussian random variable with variance \( \sigma_w^2 \). The values of \( n \) and \( \sigma_w \) depend on the frequency of the RF signal and on the layout of the indoor environment. Based on empirical studies, \( n \) usually ranges between 2 and 3, and \( \sigma_w \) is usually greater than a few dBs in indoor environments [19]. Such values of \( n \) and \( \sigma_w \) will introduce significant errors in the estimated range, which will in turn deteriorate the accuracy of the position solution. A more elaborate model, proposed by Motley-Keenan, takes into consideration the losses due to wall and floor partitions in the building, which yields a better estimate of the distance separating the transmitter and the receiver [5]. These losses can be estimated if the geometry of the environment is known (e.g., from blueprints). The Motley-Keenan model is given by
\[ P_r(d) = P_0 - 10n \log_{10} \left( \frac{d}{d_0} \right) + N_w F_w + N_f F_f, \]
where \( N_w \) and \( N_f \) are the number of walls and the number of floors, respectively, separating the transmitter and the receiver, and \( F_w \) and \( F_f \) are the average wall and floor attenuation factors, respectively. We propose a more elaborate model that considers the attenuation of each separate wall or floor individually. In the case of multiple transmitters, the model can be expressed as
\[ P_r^{(j)}(d) = P_0^{(j)} - 10n \log_{10} \left( \frac{d^{(j)}}{d_0^{(j)}} \right) + \sum_{i=1}^{N_w} F_w^{(j)} + \sum_{q=1}^{N_f} F_f^{(j)}, \]
where \( j \in \{1, 2, 3, ..., N_T\} \), \( N_T \) is the total number of transmitters, \( F_w^{(j)} \) and \( F_f^{(j)} \) are the attenuation factors associated with wall \( i \) and floor \( q \), respectively. In real applications, the antenna of the transmitter is usually directional and therefore additional losses due to the azimuth and elevation angles are introduced. To account for these losses, (3) is modified to
\[ P_r^{(j)}(d, \phi, \theta) = P_0^{(j)} - 10n \log_{10} \left( \frac{d^{(j)}}{d_0^{(j)}} \right) + \sum_{i=1}^{N_w} F_w^{(j)} + \sum_{q=1}^{N_f} F_f^{(j)} + L_D^{(j)}(\phi, \theta), \]
where \( P_0^{(j)}(d) = P_0^{(j)} - 10n \log_{10} \left( \frac{d^{(j)}}{d_0^{(j)}} \right) \) is the power received when the receiver is at a distance \( d^{(j)} \) in the line of sight (LOS) of the transmitter, \( L_D^{(j)}(\phi, \theta) \) are the total losses due to the wall and floor partitions obstructing the transmitter, and \( L_D^{(j)}(\phi, \theta) \) are the losses due to the elevation angle \( \theta \) and the azimuth angle \( \phi \). In the sequel, the superscript \((j)\) will be dropped for simplicity of notation. \( L_D(\phi, \theta) \) can be deduced from the radiation pattern of the antenna, which is usually provided by the manufacturer. For example, Fig. 1 shows the radiation patterns for the antenna of the CISCO 3700i Access Point (AP) that are used in the experiments for this work [20].

With the knowledge of the partition losses and the radiation pattern of the antenna, the received power can be corrected in order to estimate the distance to the transmitter more accurately. The corrected received power \( \bar{P}_r(d) \) is given by
\[ \bar{P}_r(d) = P_r(d, \phi, \theta) - L_p - L_D(\phi, \theta), \]
where \( \bar{P}_r(d) \) is equal to the received power at a distance \( d \) in the LOS of the transmitter. The partitioned environment can therefore be transformed into a VLOS environment, where the apparent received power, called VLOS power, is given by \( \bar{P}_r(d) \). Using the VLOS power to estimate the distance to the transmitter yields more accurate distance estimates, and subsequently a more accurate position solution. However, obtaining \( \bar{P}_r(d) \) requires the knowledge of \( L_p \) and \( L_D(\phi, \theta) \), which in turn depend on the position of the receiver. To resolve this issue, a fingerprinting-based approach to produce an initial estimate for the receiver’s position is developed in Section III. The initial position estimate of the receiver is then used to calculate \( L_p, L_D(\phi, \theta) \), and the VLOS power.

**B. Distance Model**

Although the employed VLOS model accounts for partition and angle losses, other fluctuations in power occur due
to multipath, receiver sensitivity, radiation pattern accuracy, and wall and floor attenuation factors accuracy [19]. These fluctuations are modeled as a zero-mean Gaussian random variable. To account for these fluctuations, (5) is adjusted as

\[ P_r(d) = P_0 - 10 \log_{10} \left( \frac{d}{d_0} \right) + \nu, \]

where \( \nu \) is a zero-mean Gaussian random variable with variance \( \sigma^2 \). While \( \sigma^2 \) is smaller than \( \sigma_{\nu}^2 \), variance of the noise term \( w \) in (1), \( \nu \) can significantly affect the accuracy of the estimated distance, since it enters the distance estimate through the relationship

\[ \tilde{d} \approx d_0 10^{\frac{P_r(d) - P_0}{10}}, \]

The error introduced by \( \nu \) to \( \tilde{d} \) is captured through the relationship

\[ d = \tilde{d} + \delta d_\sigma(d), \]

where \( \delta d_\sigma(d) \) is the distance error resulting from the noise \( \nu \). The mean \( \eta \) and variance \( r \) of \( \delta d_\sigma(d) \) can be shown to be

\[ \eta(d) = d(\gamma - 1) \]
\[ r(d) = d^2 \gamma^2 (\gamma^2 - 1), \]

where \( \gamma \equiv \exp \left( \frac{1}{2} \left[ \frac{\ln(10) \sigma^2}{10} \right]^2 \right) \). Therefore, at any time instant \( k \), the vector of observed distances from all the different transmitters can be expressed as

\[ d(k) = d(k) + \Delta d_\sigma(k), \]

where \( d(k) = [\bar{d}(1)(k), ..., \bar{d}(N_T)(k)]^T \) is a vector of observed distances from all the different transmitters, \( d(k) = [d(1)(k), ..., d(N_T)(k)]^T \) is a vector of the true distances from all the different transmitters, and \( \Delta d_\sigma(k) = [\delta d_\sigma(1)(k), ..., \delta d_\sigma(N_T)(k)]^T \) is a vector of independent measurement noise associated with the distance from each of the transmitters, with

\[ \eta(d) = [\eta(1)(k), ..., \eta(N_T)(k)]^T, \]

and covariance

\[ R(k) = \text{diag} \left[ \eta(1)(k), ..., \eta(N_T)(k) \right]^2. \]

III. VLOS POSITIONING ALGORITHM

The positioning algorithm proposed in this paper consists of two phases:

(i) Map Building: The received power map of the environment is generated off-line. The power map is used to obtain an initial estimate for the position of the receiver.

(ii) VLOS Positioning: An initial estimate of the receiver position is produced based on the received power measured online and on the previously generated power maps. The partition and angle losses at the initial position estimate are then calculated. Subsequently, the measured received power is corrected and the distance between the receiver and each of the transmitters is extracted and passed as an observation to an EKF, which estimates the receiver’s position.

These phases are discussed in the following two subsections.

A. Map Building Algorithm

In order to transform the environment into a VLOS one, the knowledge of \( L_p \) and \( L_D(\phi, \theta) \) is required. As mentioned earlier, the values of \( L_p \) and \( L_D(\phi, \theta) \) depend on the position of the receiver. A fingerprinting-based approach to obtain an initial estimate for the position of the receiver is proposed in this subsection.

Fingerprinting is the process of selecting a receiver position that maximizes the probability of the receiver being at the selected position, given a measured received power and a previously generated power map. Bayesian filters are usually employed to maximize this probability. The power map is built in a training or an off-line stage. Several power samples associated with different receiver positions are collected and stored in a database (or a map). Each pair of measured received power and its corresponding receiver position is called a training point. The positioning accuracy improves as the number of training points increases. For larger environments, building the power map becomes a cumbersome task. In order to reduce the number of training points required to achieve a certain positioning accuracy, some methods rely on logarithmic interpolation [17]. However, the layout of a real indoor environment could introduce discontinuities in the power map, rendering interpolation methods inefficient. Fig. 2 illustrates how discontinuities in the power map are created. The measured received power at position \( p_1 \) is \( P_r(d) \), and the measured received power at position \( p_2 \) is \( P_r(d) + L_p \). Although \( p_1 \) and \( p_2 \) are spatially close and are at the same distance \( d \) from the transmitter, the corresponding received powers are not equal. Subsequently, the distance estimate based on \( P_r(d) \) will be close to \( d \), whereas the distance estimate based on \( P_r(d) + L_p \) will be different from \( d \), i.e. close to \( d' \), and the receiver could be therefore estimated to be at position \( p'_2 \).

An intermediary approach that mitigates interpolation inaccuracies while minimizing the number of required training points is proposed. This approach relies on “strategically” subdividing the indoor environment into small areas, or clusters, where the received power at any point in a given cluster can be accurately interpolated. The size and shape of the clusters is dictated by the geometry of the
environment. It suffices to collect one training point— or reference point, from each cluster to build the power map with a certain level of accuracy. Determining the boundaries of the clusters is discussed in subsection III-A.1, and building the power map is discussed in subsection A.1 Obtaining Cluster Boundaries

In order to determine the boundaries of the clusters, the layout of the indoor environment and the transmitter locations must be known. Furthermore, it is assumed that the fixed partitions are the only source of obstructions between the transmitter and the receiver. The first step of the clustering algorithm is to generate a uniform grid of points that will constitute the power map. It is assumed that the receiver height is known and constant. It is therefore sufficient to build a 2-dimensional power map covering the $xy$-plane of the environment. The grid spacing $\Delta s$ is uniform and equal in both the $x$ and $y$ direction. Next, each distinct wall and floor material is assigned a material identifier (MID). The MID of all the walls and floor partitions obstructing the LOS between any point and a given transmitter $j$ are stored as an attribute in the column vector $\mathbf{m}_p^{(j)}$ of size $M$, where $M$ is the total number of distinct MID$s$. Each element $m_p^{(j)}(i)$ in $\mathbf{m}_p^{(j)}$ holds the number of obstructing walls having a MID $i$, with $i \in \{1, 2, 3, ..., M\}$. For example, if only walls are considered as the source of obstruction, $\mathbf{m}_p^{(1)} = [3, 0, 2]$ indicates that three walls of MID=1, no walls of MID=2, and two walls of MID=3 are obstructing transmitter 1. For any point $p$, the MID matrix $\mathbf{M}_p$ is defined as $\mathbf{M}_p \triangleq [\mathbf{m}_p^{(1)}, \mathbf{m}_p^{(2)}, ..., \mathbf{m}_p^{(N_M)}]$. A cluster $C_l$ is defined as the cluster of adjacent points having the same MID matrix. The steps of the clustering algorithm are illustrated in Fig. 3. In this example, the indoor environment is assumed to have one wall partition with MID=1, two transmitters, and $M = 2$, as depicted in Fig. 3a). The cluster of points in the LOS of Transmitter 1, corresponding to the white area in Fig. 3b), will have a MID vector $\mathbf{m}_p = (0 \ O)$, and the cluster of points in the NLOS or shaded are will have a MID vector $\mathbf{m}_p = (1 \ O)$. It is clear that the same MID vectors will be obtained in the white and shaded areas of Fig. 3c) for Transmitter 2. Three different MID matrices are constructed from the $\mathbf{m}_p$ vectors, with $\mathbf{M}_p = (0 \ O)$ beign associated with the points in $C_3$ and $C_4$, $\mathbf{M}_p = (1 \ O)$ with $C_1$, and $\mathbf{M}_p = (1 \ 0)$ with $C_2$. Since $C_3$ and $C_4$ are not spatially adjacent, they are not combined together and therefore a total of four clusters are obtained, as shown in Fig. 3d).
A.2 Building the Power Map

Only one reference point from each cluster $C_l$ is needed to build the entire power map. The power received at the reference point in cluster $C_l$ is given by

$$P_{r_l}^{(j)}(d, \phi, \theta) = P_0^{(j)} - 10 \log_{10} \left( \frac{d_l^{(j)}}{d_0^{(j)}} \right) + L_{l,0}^{(j)}(\phi, \theta),$$

where $P_{r_l}^{(j)}(d, \phi, \theta)$ is the measured received power at the reference point in cluster $C_l$ and at a distance $d_l^{(j)}$ from cluster $C_l$ and at a distance $d_0^{(j)}$ from transmitter $j$ and $L_{l,0}^{(j)}$ is the total losses due to partitions obstructing transmitter $j$ from cluster $l$. Since $P_{r_l}^{(j)}(d, \phi, \theta)$, $d_l^{(j)}$, $d_0^{(j)}$ and $L_{l,0}^{(j)}$ are known and $L_{l,0}^{(j)}(\phi, \theta)$ can be extracted from the radiation pattern of the transmitting antenna, $L_{l,0}^{(j)}$ can be calculated from

$$L_{l,0}^{(j)} = P_0^{(j)} - 10 \log_{10} \left( \frac{d_l^{(j)}}{d_0^{(j)}} \right) + L_{l,0}^{(j)}(\phi, \theta) + P_{r_l}^{(j)}(d, \phi, \theta).$$

For any given cluster $C_l$, the partition losses $L_{l,0}^{(j)}$ at any point in $C_l$ are constant. Therefore, the received power at any point in any cluster $C_l$ can be calculated using (4).

B. VLOS Positioning Algorithm

The positioning proposed algorithm relies on correcting the measured received power for partition and angle losses. A position estimate of the receiver is required to calculate these losses. The MM algorithm used to determine the position estimate is discussed in the following subsection.

Finally, the EKF used to fuse the MM position estimate with the distances calculated from the VLOS power is discussed.

B.1 VLOS Map-Matching Algorithm

An initial estimate for the receiver’s position is produced using the power map generated in the offline stage. The VLOS-MM algorithm operates according to the following steps

- Define $\mathcal{P} \triangleq \{p_1, p_2, ..., p_N_r\}$ as the set of points of cardinality $N_r$ such that every point $p_l \in \mathcal{P}$ satisfies the condition:

$$||P_r(p_x) - P_r(p_l)||_2 < \alpha,$$

where $P_r(p_x) = [P_r^{(1)}(p_x), ..., P_r^{(N_T)}(p_x)]^T$ is the vector of measured received powers from each transmitter at the receiver position, $P_r(p_l) = [P_r^{(1)}(p_l), ..., P_r^{(N_T)}(p_l)]^T$ is the vector of received powers from each transmitter at position $p_l$ that is extracted from the power map, and $\alpha$ is a tolerance threshold tuned by trial and error (typically between 6 and 12).

- Assuming that the receiver is in cluster $C$, then $C \triangleq \max \{\text{card} (\mathcal{P} \cap C_l) \}$ where $C_l$ is cluster $l$ with $l \in \{1, 2, 3, ..., N_C\}$.

- Define the set of points $\varphi \triangleq \mathcal{P} \cap C$.

- The MM position estimate $\hat{p}$ is then calculated as the average of the set of points $\varphi$.

The partition losses $L_\rho$ and angle losses $L_D(\phi, \theta)$ pertaining to the MM estimate of the receiver position $\hat{p}$ are then calculated. The measured received power is corrected according to (5). The distance from the transmitter is deduced from the VLOS power and passed as an observation to an EKF discussed next.

B.2 Extended Kalman Filter Model

In this paper, the receiver is assumed to be stationary, therefore, the position of the receiver has the dynamics

$$x_r(k+1) = x_r(k), \quad k = 1, 2, 3, ...$$

where $x_r(k) = (x(k), y(k))^T$ is the position state of the receiver. Two sets of observations are passed to the EKF: (1) the initial position of the receiver extracted from the MM algorithm and (2) the distances extracted from the VLOS power. Therefore, the EKF assumes the following observation model

$$\rho^{(j)}(k) = \sqrt{(x(k) - x^{(j)})^2 + (y(k) - y^{(j)})^2} + v^{(j)}(k)$$

$$\rho_{MM}(k) = x_r + \nu_{MM}(k),$$

where $x_r(k+1) = x_r(k)$.
where \( x^{(j)} \) and \( y^{(j)} \) are the coordinates of transmitter \( j \), 
\( \rho^{(j)}(k) \) is the observed distance between transmitter \( j \) and 
the receiver calculated from the VLOS power, and \( \rho_{MM}(k) \) 
is the position estimate obtained by the MM algorithm. 
The noise terms \( \epsilon^{(j)}(k) \) are independent and their statistics 
are described in II-B, and the noise term \( \nu_{MM}(k) \) is a zero-
mean Gaussian random variable with a covariance matrix 
\( R = r_{xy} I \). The Jacobian is given by 

\[
H = \begin{pmatrix}
\frac{x-x^{(1)}}{\sqrt{(x-x^{(1)})^2+(y-y^{(1)})^2}} \\
\frac{y-y^{(1)}}{\sqrt{(x-x^{(1)})^2+(y-y^{(1)})^2}} \\
\vdots \\
\frac{y-y^{(NT)}}{\sqrt{(x-x^{(NT)})^2+(y-y^{(NT)})^2}} \\
1 \\
0
\end{pmatrix}
\]

At each time step \( k \), the position estimate produced by 
the MM algorithm and the distances calculated from the 
VLOS power are passed as new measurements to the EKF. 
The VLOS indoor localization algorithm described in sec-
tions II and III is summarized in the flowchart illustrated 
in Fig. 5.

IV. SIMULATION AND EXPERIMENTAL RESULTS

In this section, the simulation and experimental results for 
the proposed positioning algorithm are presented. The ex-
periments were conducted in the west wing of the third 
floor of Winston Chung Hall in The University of Califor-
nia, Riverside. The part of the floor considered for the 
experiments consists of research laboratories and has a to-
tal of 35 wall partitions. Four transmitters are employed 
for VLOS positioning. The layout of the environment is 
shown in Fig. 6. 
The grey shaded areas are excluded from the test envi-
ronment. Transmitters 1, 2 and 3 are CISCO 3700i APs 
mounted on the ceiling with \( P_0 = -5 \) dBm and \( d_0 = 2.664 \) 
m each. The radiation pattern of the antennas of these 
transmitters is illustrated in Fig 1. Each of these three 
transmitters has three different antennas transmitting at 
the same time. The actual power received is assumed 
to be the average of the individual power received from 
each of the three antennas. Transmitter 4 is a standard 
TP-Link TL-WR841N home router with \( P_0 = -12 \) dBm 
and \( d_0 = 2.664 \) m. The radiation pattern of Transmis-
sor 4 in the azimuth plane is assumed to be uniform. No 
losses due to the elevation angle are considered, since the 
router has been placed at the receiver’s height. A total of 
seven MIDs representing glass, birck, concrete, soft par-
tition (gypsum), double soft partition, ceramic tiles and 
thick fabric materials, all of which are present in the se-
lected environment, were considered for the simulations

and the experiments.

A. Map Building

The first phase of the VLOS positioning algorithm is to 
build the power map off-line. This is achieved by first 
clustering the space and then collecting the training points. 
The clustering algorithm proposed in III-A.1 is applied 
to the test environment, with \( \Delta s = 0.125 \) m, resulting 
with the cluster map shown in Fig. 7. With \( N_T = 4, 
N_P = 35 \) and \( \Delta s = 0.125 \) m, the total number of clusters 
in Fig. 7 was \( N_C = 225 \). The reference received powers 
were sampled at the center of each cluster and at a constant 
height of 0.736 m, which is assumed to be the height of the 
receiver. The received power maps were generated using 
these training points, as discussed in subsection III-A.2. 
Fig. 8 shows the power map pertaining to each of the four 
transmitters.
B. VLOS Positioning Results

The VLOS-MM with the EKF and VLOS-MM alone algorithms were tested. Several receiver positions were considered, as shown in Fig. 9.

To compute the received power noise standard deviation $\sigma$, power samples across different days and for several hours were collected, yielding $\sigma = 2.36$ dB. This is a relatively high noise standard deviation, which is due to the test environment in Winston Chung Hall being designed as a semi-indoor environment in which the corridors are actually outdoors and the laboratories indoors; hence containing brick walls, metallic rails, etc.

The simulation and experimental positioning errors for VLOS-MM-EKF and VLOS-MM alone are shown in Fig. 10 and Fig. 11 respectively. The plots show the mean positioning error and its corresponding standard deviation for VLOS positioning, for two, three and four transmitters. It is assumed that the path exponent $n = 2$. The tolerance threshold $\alpha$ was chosen to be 10.4 dB.

It can be seen from Fig. 10 and Fig. 11 that the simulation and experimental results match well. Furthermore, it can be deduced that VLOS-MM-EKF performs better than VLOS-MM alone. In real applications, more than three transmitters are used for positioning. In the case of four transmitters, the error and standard deviation are 2.58 m and 1.61 m respectively for simulated VLOS-MM-EKF positioning, and 2.49 m and 1.63 m experimentally. The experimental results for three and four transmitters are summarized in Table I and Table II, respectively, including the kNN solution using the same training points.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ME (m)</th>
<th>StD (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLOS-MM-EKF</td>
<td>3.19</td>
<td>1.98</td>
</tr>
<tr>
<td>VLOS-MM</td>
<td>3.55</td>
<td>2.58</td>
</tr>
<tr>
<td>kNN</td>
<td>5.54</td>
<td>3.43</td>
</tr>
</tbody>
</table>
Fig. 10. Simulation mean error (bars) and standard deviation (error bars) for two, three and four transmitters. $\sigma = 2.36$ dB.

Fig. 11. Experimental mean error (bars) and standard deviation (error bars) for two, three and four transmitters. $\sigma = 2.36$ dB.

V. Conclusion

In this paper, an indoor positioning algorithm relying on RSSI was proposed. To this end, an efficient power map building approach that exploits the layout of the indoor environment was developed and a positioning algorithm that is based on correcting the received power for the partitioning and obstacle losses present in the environment was proposed. An initial position estimate that is solely based on map matching is first produced, and the partition losses associated with this position are then calculated. Once the received power is corrected, the distances from the receiver to the transmitters are calculated and passed as observations along with the position estimate obtained by map-matching to an EKF. The EKF fuses these observations and produces a final position estimate for the receiver. The VLOS positioning algorithm has been simulated and experimentally tested for a semi-indoor environ-
The experimental and numerical results matched well. VLOS positioning performed well in the presence of high noise. Simulations for an environment with a lower noise standard deviation shows that VLOS positioning improves the positioning accuracy to the submeter level, with an average positioning error of less than half a meter.

The proposed future work includes improving the map building approach by requiring less points without sacrificing the accuracy. Furthermore, analytical expressions for the mean and covariance of the noise associated with the initial position estimate obtained by map matching could be derived. Finally, further experimental work should be conducted, especially in less noisy environments, to validate the simulation results presented in Fig. 12.
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