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Abstract—The inherent problem of the Global Positioning
System (GPS), which is signal obstruction, remains the major ob-
stacle that inhibits it from functioning as a “reliable stand-alone”
positioning system. Therefore, it is becoming a common practice
to couple the GPS system with an external positioning system
whenever the GPS receiver is expected to operate in regions of
dense canopy, such as urban areas. Commercial automobile nav-
igation systems currently employ a GPS receiver coupled with a
dead reckoning (DR) system and a map-matching algorithm. Most
DR systems, which compensate for GPS inaccuracies and frequent
GPS signal obstructions, employ an odometer and a directional
sensor. In this paper, a power matching approach is proposed for
GPS coverage extension in urban area. The algorithm, based on
a statistical measure, correlates the received power from different
GPS satellite vehicles (SVs), which leads to a specific signature,
i.e., to a topographical database with periodic time-varying esti-
mates of the received powers of SVs. An experimental approach
is presented to examine the feasibility of applying the proposed
positioning system.

Index Terms—Global Positioning System, power matching,
terrain mapping.

I. INTRODUCTION

POSITIONING systems can be divided into two categories,
namely 1) self-positioning systems and 2) remote position-

ing systems. As their names suggest, in self-positioning systems
[e.g., Global Positioning System (GPS)], the objects themselves
determine where they are. In remote positioning systems (e.g.,
radar), a central operations center determines the location of
the vehicles [1]. Self-positioning systems can be divided into
three location technologies [2], namely 1) stand alone [e.g.,
dead reckoning (DR)], 2) satellite based (e.g., GPS), and
3) terrestrial radio based (e.g., LORAN-C). A framework for
positioning, navigation, and tracking problems is presented in
[3], [4]. Another class of positioning systems is a hybrid system
employing two or more of these technologies with possible
addition of specific sensors and a map-matching system. Map
matchers correlate specific observed position details estimated
by the on-board sensors to stored details directly related to
different known locations. An on-board computer calculates
the autocorrelation function between specific measured posi-
tion characteristics and the potential stored characteristics. The
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course associated with the highest autocorrelation would then
be considered as a candidate for the actual location.

Map matching is applied to a wide variety of vehicular nav-
igation. Marine vehicles determine the contour of the seafloor
with sonar and compare the measured profile to stored maps.
Aircraft and cruise missiles measure the vertical profile of the
terrain below the vehicle with respect to a certain reference
and match it to a stored profile. For train-like applications, a
novel map-matching approach was proposed, which takes full
advantage of the inherited one-dimensional (1-D) train track
[5], [6]. For mobile robots and other land vehicle navigation,
TV cameras have been employed to observe edges of recogniz-
able objects [7], [8].

The most common application of map matching is employed
for automobile navigation. The basic system design uses a mea-
surement of the distance traveled along with heading changes
from DR systems [9]–[11], and other systems combine the
GPS with DR systems [12]–[19]. These systems typically use
a fusion of sensors, in particular, GPS receiver, odometer, di-
rectional sensor (e.g., gyro), digital map database, and different
signal processing algorithms [20]–[23].

Even if differential GPS (DGPS) is employed, DR and map
matching should be implemented to compensate for DGPS
“failures” (and GPS inaccuracies if GPS without differentiation
is assumed). In this context, GPS failure means the inability of
a GPS receiver to estimate its position. In general, GPS failures
occur whenever the signals transmitted by most of the GPS
satellite vehicles (SVs) are obstructed or when the dilution of
precision (DOP) factors are large. Recent research directions
in the weak signal processing area aims to allow the GPS
receiver to estimate its position with lower signal-to-noise ratios
(SNRs), hence, extending the GPS coverage area [24]–[27].

Based on the design of the GPS satellite layout, failures do
not take place in ideal open space vicinity. Thus, the surround-
ings of a GPS receiver play an important role. In particular, if
the vicinity of the GPS receiver does not obstruct the GPS SV
signals, then a DR system will not be needed. However, at a
fixed time, the GPS receiver antenna vicinity may obstruct one
or more SV signals. Such obstructions depend on two variables,
namely 1) the layout of the neighborhood and 2) the time.
Because the orbit of the GPS SVs is periodic, one can easily
predict the locations of all SVs at all times. In addition, if
a three-dimensional (3-D) map of a sufficiently “small” area
is available, then one can estimate the received powers of all
accessible SVs at a certain point, which leads to a unique
signature of the received power of all the different SVs [28].
Consequently, if the received powers of all accessible SVs are
available, then the location of the receiver within a sufficiently
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small area can be recovered. This is the concept investigated
in this paper. To assess the practicality of this notion from
a theoretical approach, many variables need to be addressed,
which may lead to a rather complex analysis. Therefore, in
this paper, an experimental approach is selected to examine the
feasibility of applying this novel idea. In addition, a power-
matching algorithm, which is based on statistical measure, is
presented. It is worth noting that this approach can also take
advantage of weak GPS signal processing to further extend the
GPS coverage area.

The paper is organized as follows: Section II presents the
necessary background for the proposed method. Section III
describes the proposed methodology and presents the power-
matching algorithm. In Section IV, experimental results are
presented and analyzed. Concluding remarks and future work
are summarized in Section V.

II. BACKGROUND

A. GPS Signals

The accuracy of the GPS position, velocity, and time (PVT)
solution depends on a complicated interaction of various fac-
tors. In general, the accuracy of the PVT solution depends on
the quality of the SV ephemeris data as well as on the pseudo-
range measurements [29]–[32].

In this paper, three regions will be defined. The clear region
(CR) is the region in which the DOP is significant for position
estimation. The partially dark (PD) region is the region in which
the SNR of at least one received GPS signal is notable. The
totally dark (TD) region is the region in which all received SV
signals are “negligible.” Actually, the PD region is very com-
mon in urban areas, where tall buildings may easily obstruct the
line-of-sight (LOS) between the GPS SV and the GPS receiver
antenna. On the other hand, the TD region is common whenever
the GPS receiver roves inside a building or a tunnel.

The power intercepted by the GPS receiver antenna will be
categorized into two levels, namely 1) the power intercepted
from LOS signals and 2) the power intercepted from non-LOS
signals. The LOS signal interception occurs due to the “direct”
propagation of the signal from the GPS SV to the GPS receiver,
whereas the non-LOS signal interception occurs due to the
diffraction or reflection of the GPS signal from nearby objects.
Usually, the power intercepted by the GPS receiver antenna
from the LOS signals is more significant than that intercepted
from the non-LOS signals.

B. GPS SV Orbits

The orbital period of the GPS SV around the earth is 11 h
and 58 min [29], whereas the orbital period of the earth around
itself is about 24 h. Hence, it can be concluded that a given SV
sky-plot will show again every 23 h and 56 min. In other words,
if we have a sky-plot consisting of a total of six GPS SVs, for
example, above us now, then we can expect the same sky-plot
with the same six SVs at the same locations above us after ∆t,
with ∆t being 23 h and 56 min. For further information on the
characteristics of the GPS SV signals, the reader is referred to
[28], [33], and [34].

Fig. 1. Buildings obstructing the LOSs between GPS SVs and a GPS receiver.

III. PROPOSED POWER-MATCHING ALGORITHM

A. Motivation

The incentives leading to the hypothesis that the GPS system
could cover PD regions are established in this subsection. One
of the key concepts motivating this hypothesis is the fact that the
orbital period of the GPS SV is 11 h and 58 min. Consequently,
the constellation of the GPS SVs will maintain their previous
locations (elevations and azimuths) after ∆t. The power of the
signal received by the GPS receiver from each GPS SV depends
on the background noise at the GPS receiver proximity as well
as on the presence of nearby objects obstructing the LOSs
between the GPS SVs and the GPS receiver. Accordingly, if
a nearby object is present within the LOS between the GPS SV
and the GPS receiver, the signal power received from that SV
would drop significantly, thus lowering the SNR value. If the
power received falls below a certain threshold, the SNR value
will be reported by the NMEA output message as a null string
(value of zero).

A common problem of a GPS navigator is considered. Sup-
pose that a GPS receiver is roving in a PD region. However,
the GPS receiver cannot produce a PVT solution because it
cannot use a sufficient number of SVs due to low SNR values.
Recalling that the same constellation of GPS SVs maintains
(approximately) their current positions after ∆t and that the
power values depend on the proximity environment of the GPS
receiver, it should be expected that if the GPS receiver returns
to the same PD region after ∆t, it should encounter comparable
power values. In particular, the GPS receiver should report
relatively the same power values for the available GPS SVs
in both days, provided that the GPS receiver would follow the
“same” track in both days with a time offset ∆t.

To further illustrate this notion, a specific pattern depicted in
Fig. 1 is considered. In this particular situation, there are five
GPS SVs, denoted as PRN 01, PRN 11, PRN 14, PRN 20, and
PRN 25. Furthermore, there is a GPS receiver mounted on a bus
and roving between two buildings. It could be seen in the figure
that there is a clear LOS between the GPS receiver and two of
the GPS SVs, namely 1) PRN 11 and 2) PRN 20. However, the
two buildings obstruct the LOSs between the GPS receiver and
the three other GPS SVs, namely 1) PRN 01, 2) PRN 14, and
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3) PRN 25. The power values of PRN 11 and PRN 20 are much
larger than the ones associated with PRN 01 and PRN 25, and
the power values of PRN 01 and PRN 25 are much larger than
the one of PRN 14. Nevertheless, if the bus was on the right or
left of the two buildings, then the order of magnitude of these
power values would be completely different. This fact yields
different power signatures corresponding to different locations.
Should the bus return to the same location after ∆t, the five
GPS SVs should maintain their “current” locations, and the
receiver should report relatively the same power values for the
five available SVs. With the aid of this information, the GPS
receiver would be capable of identifying its location as it enters
this PD region based solely on the GPS system and without
needing to refer to any external sensors.

A singularity arises if the GPS receiver would report the
same power values for all SVs in “nearby” PD regions. This
would cause confusion about the true position in which the
GPS receiver is roving. On the contrary, it would cause no
confusion if the power values for all available SVs at a certain
time happen to be “relatively” identical in more than one far-
apart PD regions, as power-matching techniques could resolve
this dilemma. Power matching is based on a premise that the
vehicle could be nowhere but on a road. The vehicle most
recent route history together with the latest estimates of position
and velocity from the positioning system could be used by the
power-matching algorithm to find the likeliest road segment
from its stored database and places the vehicle on the “correct”
road segment. It is unlikely that the GPS receiver would loose
lock for a very long time. Therefore, as soon as the GPS receiver
would loose lock, it would use its most recent route history
together with the latest PVT solution to zoom on the region
in which it is roving [1].

Because the power values depend directly on the proximity
environment in which the GPS receiver is roving, it should be
expected that the power values reported by the GPS receiver
to be compatible if it happens that there exist identical regions
in terms of geometry, provided that the power level of the
background noise in those regions is close. Fortunately, this is
not the case in urban areas due to the irregular and asymmetrical
building distribution. Even in the case of parallel streets, where
identical geometry might exist within the same proximity,
the GPS receiver cannot move from one street to another by
jumping around, and it is forced to turn. Fortunately, turning
left or right would change the geometry of the surrounding
environment, thus changing the power values, and hence, en-
abling the GPS receiver to identify its position. Another class
of singularities is when the GPS receiver is roving within
a TD region (e.g., inside a tunnel). In this case, the system
would only report the position to be somewhere inside this
specific TD region. If the speed estimate of the GPS receiver
is available before entering this TD region, then this speed
can be assumed constant and integrated to give an estimate
of the distance traveled within this region. Unfortunately, the
model for the associated error would possess random walk
characteristics. It is worth noting that in the case where one
of the SVs is not operational, the corresponding SNR would be
zero. Consequently, the proposed system would disregard this
particular SV.

B. Development of the Proposed Algorithm

In this subsection, a power-matching algorithm is proposed,
where the measurements of the signal power from different
SVs are matched to their corresponding estimated values. The
nominal values are assumed to be estimated based on a 3-D map
or a topographic database of the GPS receiver neighborhood at
the time when the measurements are acquired. Similar to the
one employed in Durkin’s model, the topographical database
of an urban area can be thought of as a 2-D array. Each array
element corresponds to a point on a service area map. The
contents of each element include the elevation and type of
object. As presented in Section II, at each instant, the position
of all SVs can be obtained. By making use of the topographic
database and field strength prediction model the power of the
available SVs at different relative positions of the receiver
neighborhood can be estimated. A typical statistical model for
this class of application, where the LOS path is blocked, is the
urban three-state fade model (UTSFM) developed in [35]. The
parameters of this model are also estimated from measurement
made outdoors with GPS receivers in the urban Calgary and
Vancouver, Canada [36]. Given a specific location in a PD
region at time t, GPS SV position, and information about the
surrounding objects (from the topographic database) in the PD
region, by using one of the classical propagation prediction
models, the “nominal” signal power of existing SVs can be
estimated. The outcome of this model, that is, the estimated
signal power at time t corresponding to each available SV, is
stored in a row of an information matrix M(t), along with
the respective position (in the vicinity of the receiver) and the
available GPS SV PRNs (see Fig. 2).

The proposed algorithm correlates the measured signal
power with its corresponding estimated one based on a sta-
tistical model. The location corresponding to the highest cor-
relation is considered to be a candidate to the position under
investigation.
Notations: Let Sij(t) denote the nominal value of the re-

ceived signal power of the jth SV, 1 ≤ j ≤ n, at location i,
1 ≤ i ≤ m, and let Ŝj(t) denote the measured signal power
obtained by the GPS receiver of the jth SV, where n is the
number of SVs, and m is the number of the surveyed locations
in the vicinity of the GPS receiver under examination. Define
the mean absolute error as follows:

∆Si(t) ≡
1
n

n∑
j=1

∣∣∣Sij(t) − Ŝj(t)
∣∣∣ .

Fig. 3 illustrates the proposed power-matching algorithm,
where the time argument t is dropped for compactness of pre-
sentation. The proposed algorithm correlates the average of the
measured signal power to their corresponding surveyed values
by first computing ∆Si, 1 ≤ i ≤ m, and then choosing the
location corresponding to k such that ∆Sk = mini[∆Si], 1 ≤
i ≤ m. Subsequently, a reliability test is performed. Based on
a probabilistic measure indicating the probability of prediction
error, a tolerance value δs is chosen. If ∆Sk ≤ δs, the estimate
corresponding to the kth position is selected, otherwise, the
position prediction is rejected.
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Fig. 2. Illustration of a surveyed PD region at time t and the corresponding information matrix M(t).

Fig. 3. Proposed power-matching algorithm.

Derivation of the Probability Density Function ∆Si(t):
Assume that the power value for a specific GPS receiver is
normalized such that the maximum power is equal to A and
the minimum power is equal to 0. That is, 0 ≤ Sij(.) ≤ A, for
all i and j. There are several significant independent sources of
errors that are associated with Ŝj(t).

1) Quantizing errors eQj
: Most likely, the location of the

receiver under investigation is different than the location
of all the finite number of “surveyed” locations, which are
used in building the information matrix M(t), in the PD
region. This will result in a quantizing error. Let d be the
maximum distance between any two adjacent surveyed
locations. The statistical distribution of such class of
errors, for sufficiently small d, can be approximated as
white and uniformly distributed in [−A/q,A/q], where
the constant q > 1 is a normally decreasing function of
the spacing between the surveyed locations. It follows
that the standard deviation of eQj

is σQ = (A2/3q2)1/2.
2) Modeling errors eMj

: These errors are due to modeling
errors while estimating the received signal power of the
surveyed locations in matrix M(t). This class of model-
ing errors is assumed to be white and normally distributed
with zero-mean and standard deviation σM .

3) Thermal noise eTj
: This is due to the corresponding

electronic components that contribute to the noise level
seen at the detector output of the receiver. Typically, this
is modeled as a zero-mean white Gaussian noise with
standard deviation σT .

Consequently, Sij(t)−Ŝj(t)=eQj
(t)+eMj

(t)+eTj
(t). Next,

the statistical properties of ∆Si(.) are studied for every fixed

time instant t. The time argument t is dropped for compactness
of presentation. Thus

∆Si =
1
n

n∑
j=1

∣∣eQj
+ eMj

+ eTj

∣∣ .

For 1 ≤ j ≤ n, |eQj
+ eMj

+ eTj
| are identically distributed.

Therefore, for n > 2, ∆Si can be approximated to have normal
distribution. To describe its probability distribution function
(pdf), the mean m∆S and standard deviation σ∆S must be
computed as a function of n, σQ, σM , and σT .

Because eM and eT are considered zero-mean normally
distributed and independent random variables, (eMj

+ eTj
) is

also zero-mean normally distributed with standard deviation =
(σ2

M + σ2
T )1/2. Next, the pdf of (eMj

+ eTj
+ eQj

) is ex-
amined. Again, because (eMj

+ eTj
) and eQj

are zero-mean
and independent, (eMj

+ eTj
+ eQj

) is also zero-mean with
standard deviation (σ2

M + σ2
T + σ2

Q)1/2. It is well known that
the pdf of two independent random variables is the convolution
of their associated pdfs. For this case, the pdf of (eMj

+ eTj
+

eQj
) is the convolution of the “bell” curve with variance =

σ2
M + σ2

T and a pulse function with a width of 2
√

3σQ and an
amplitude of (2

√
3σQ)−1. Thus

fZ(z) =
1

2
√

6πσ1

(z+
√

3σ1/2)
σ2∫

(z−
√

3σ1/2)
σ2

e−t2/2 dt
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where z = eMj
+ eTj

+ eQj
, σ1 = σQ, and σ2 = (σ2

M+
σ2

T )1/2. It turns out that whenever (σ2
M + σ2

T )1/2 is notably
greater than σQ, the pdf of (eMj

+ eTj
+ eQj

) can be approx-
imated with a zero-mean normally distributed random vari-
able with standard deviation (σ2

M + σ2
T + σ2

Q)1/2. Next, define
yj ≡ |eMj

+ eTj
+ eQj

|. Consequently, the mean and variance
of |eMj

+ eTj
+ eQj

| are given by E(yj) = (2/π)1/2σ and
var(yj) = (1 − (2/π))σ2, where E(.) is the expectation op-
erator and σ ≡ (σ2

M + σ2
T + σ2

Q)1/2. Because all the errors
are assumed independent, and ∆Si = 1/n

∑n
j=1 yj , the pdf of

∆Si is given by

f(∆S) =

{
1√

2πσ∆S
e
− (∆S−m∆S)2

2σ2
∆S , ∆S ≥ 0

0, ∆S < 0
(1)

where m∆S ≡ ((2/π)(σ2
M + σ2

T + σ2
Q))1/2 and σ∆S ≡

((1 − (2/π))(σ2
M + σ2

T + σ2
Q)/n)1/2.

Derivation of the Probability of Identification Error: The
formulation of the pdf presented in (1) can be thought of as
the pdf of the difference between the surveyed received power
values corresponding to the location to that under examination.
To evaluate the probability of error associated with identifying
the location corresponding to k such that ∆Sk = mini[∆Si],
1 ≤ i ≤ m, the pdf corresponding to all surveyed locations
needs to be specified.

Based on the problem formulation, the quantizing error is the
only variable that affects the pdf characteristics for each of the
m surveyed locations, where the statistical properties of eMj

and eTj
are assumed to be identical for all surveyed locations

in a specific neighborhood.
Let σQi

, m∆Si
, σ∆Si

, and correspondingly fi(∆S) denote
the quantizing error standard deviation, the mean, standard
deviation, and the pdf of ∆Si, respectively, for 1 ≤ i ≤ m.
It is worth noting that as the distance between the location
under examination and the surveyed location increases, σQi

increases. Consequently, m∆Si
and σ∆Si

also increase. How-
ever, for n > 1, as σQi

increases, m∆Si
increases at a faster

rate than σ∆Si
.

Let Pr(x) denote the probability of x, and let ∆Sc corre-
spond to the location under examination closest to one of the m
surveyed locations. Then, it can be shown that

Pr

(
∆Sc< min

1≤j≤m
j �=c

[∆Sj ]

)
=

m∏
j=1
j �=c


 ∞∫

0

fc(x)


 ∞∫

x

fj(y)dy


dx


 .

Consequently, the probability of identification error is given by

Pe = 1 −
m∏

j=1
j �=c


 ∞∫

0

fc(x)


 ∞∫

x

fj(y)dy


 dx


 . (2)

Remark 1: There is an apparent tradeoff between the dis-
tance between adjacent surveyed locations Pe and the accuracy
of proposed power-matching algorithm. That is, as the distance
between surveyed locations increases to a certain extent, ac-
curacy in positioning decreases, however, m decreases, and
consequently, Pe decreases. On the other hand, as the number

of SV under examination, n, increases, Pe decreases regardless
the selected distance between selected surveyed locations.

C. Sensitivity Analysis in the Layout of the Surveyed Locations

The matrix M(t) comprises information associated with dis-
crete locations separated by a distance equal to δd (meters). Its
obvious smaller values of δd would result in smaller quantizing
errors or in a more precise positioning. However, when consid-
ering a two-dimensional (2-D) grid, the number of rows of the
matrix M(t) would increase at a rate inversely proportional to
the square of δd. That is, if δd/2 is used instead of δd, then
the number of rows would be four times larger than the one
associated with δd. In the following, we examine the quantizing
errors resulting from two points at a distance equal to δd. The
analysis involved is based on the following hypothesis. This
premise presumes that most of the SV signals are diffracted off
an obstacle. The diffraction plane of a specific SV is defined
to be the plane consisting of the SV, the surveyed location, and
the corresponding point of diffraction. It is assumed that the
minimum distance in the diffraction plane between a surveyed
location and the obstacle is do (meters). This study also assumes
Lee’s approximate solution [37] to the knife-edge diffraction
model. That is, the loss due to diffraction is given by

Gd (in decibels)

=




0, v ≤ −1
20 log(0.5 − 0.62ν), −1 < v ≤ 0
20 log[0.5 exp(−0.95v)], 0 < v ≤ 1
20 log[0.4 −

√
0.1184 − (0.38 − 0.1v)2, 1 < v ≤ 2.4

20 log
(

0.225
v

)
v > 2.4

where the Fresnel diffraction parameter v = α(2d1d2/
λ(d1 + d2))1/2, where α is the radian angle between the
straight line joining the SV and the point of diffraction and
the straight line joining the point of diffraction and the GPS
receiver in the diffraction plane, and λ is the wavelength in
meters (λ = 0.190425 m for the L1 carrier frequency).

Let d1 be the distance between a surveyed location and an
obstacle in the diffraction plane, and d2 is the distance between
the SV and the obstacle. Because the SV is about 20 200 km
away from the obstacle and its signal is diffracted, it can be
assumed that d2 � d1. Thus, considering L1 carrier frequency,
v ∼= 3.24α

√
d1.

For power-matching application, the grid or the power map
is thought of in a 2-D space laid on the navigation surface.
Thus, two orthogonal projections of δds are involved, one in
the direction of the obstacle-surveyed location in the diffraction
plane, i.e., δd‖, and the other perpendicular to the diffraction
plane or to the direction of the obstacle-surveyed location, i.e.,
δd⊥. As the deviation in δd⊥ does not affect the diffraction gain,
δd⊥ is fixed. However, if the required quantizing accuracy is
less than or equal to 1 m, then δd⊥ should be accordingly set
to at least 1 m. In the following, the diffraction gain sensitivity
is examined with respect to δd‖ ≡ δd. Let v+ be the diffraction
parameter corresponding to a horizontal distance d1 + δd away
from obstacle. Then, v+ ∼= v(1 + δd/d1)1/2. Consequently, for
a fixed value of δd, the diffraction parameter v or the diffraction
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gain deviation Gd is largest whenever d1 is smallest or d1 = do.
Simulation results show that if 1 m ≤ do < 2 m and δd =
0.2 m; 2 m ≤ do < 4 m and δd = 0.5 m; 4 m ≤ do(< 9 m) and
δd = 1 m, then the maximum diffraction gain deviation is ap-
proximately 1.26, or 1 dB. Thus, σQ = 0.36. As a consequence
of the aforementioned analysis and to minimize the number of
entries of the information matrix M(t), the 2-D grid needs to
be nonuniform.
Remark 2: Consider surveyed locations perpendicular to a

specific diffraction plane associated with SV1. Then, the power
received corresponding to SV1 are approximately equal for
the surveyed locations under consideration. However, based
on the GPS SV constellation, the diffraction planes cannot
be parallel at any specific location. Consequently, the power
received from any other SV would vary among the surveyed
locations under consideration, resulting in different power
signatures.

D. Example

In [35], it is shown that when the UTSFM is used, the
root mean square (rms) error in the modeled cumulative fade
distribution, with respect to the fade distribution measured
in Japan, is approximately 0.7 dB, or σM ≈ 1.18. Further-
more, if 2 m ≤ do < 4 m and δd = 0.5 m, then σQ = 0.36.
Thus, Pavg ≈ 1.52, m∆S ≈ 1, and σ∆S ≈ 0.75/

√
n. Note that

the thermal noise can be considered insignificant and thus
neglected. Consequently, because σM ≈ 3.3σQ, the region
around the location under investigation, with a probability of
error < 2.3%, would be a sphere or disc of radius ≈ 2 × 3.3 ×
0.5 = 3.3 m. Applying the power-matching algorithm, with
power measurement from n different SVs, would significantly
reduce the “size of the sphere” or disc, that is, 0.25 m ≤
absolute error � 3.3 m. It is worth noting that the proposed
algorithm can also be implemented in the CR to further reduce
the position error estimated by the GPS receiver. As expected,
the position accuracy is bounded by half the distance among the
surveyed points.

E. Proposed Soft Aiding System Versus Sensor Aiding System

In this section, a comparative study between the pro-
posed soft aiding system and sensor aiding system is pre-
sented. Four issues are considered, namely 1) hardware cost,
2) complexity of implementation, 3) performance, and 4) appli-
cation domain.

1) Hardware cost: The sensor aiding system requires addi-
tional sensors with appropriate wiring, whereas the soft
aiding system does not require any additional sensors.
The employment of a gyro, in many sensor-aiding sys-
tems, costs relatively high and is not shockproof. This
drawback makes such systems difficult to popularize in
common vehicles.

2) Complexity of implementation: The sensor aiding systems
usually require storage of 2-D road profile in a database
for map matching or road profile recognition. The data-
base of the road profile of most major cities and urban
areas around the world are already available. Whereas,

the proposed soft aiding system requires topographical
database of the terrains and buildings. This database is
then used, along with the periodic profiles of the GPS
satellites, to generate estimates for the received power for
several points in the vicinity of the vehicle. Consequently,
the realization of the database can be considered more
complex than the one corresponding to the sensor aiding
system. However, the database of both systems requires
frequent updates.

3) Performance: The sensor aiding systems, which are based
on integrating GPS and DR system, rely on measurements
from gyros, compass or ABS, and wheel counters or
odometer, or the inertial measurement unit. However,
these measurements are unavoidably erroneous and result
in inferior long-term accuracy until GPS signal is reestab-
lished. The map-matching approach is generally used to
reconcile inaccurate location data with digital map data.
This approach depends heavily on the road curvatures.
That is, within a straight road of a PD region, a DR can
only project the location on the road. Thus, it can partially
correct the lateral or horizontal dimension but not the
vertical dimension. In addition, this approach typically
suffers from feature detection failures, especially, when
features are sparse or not recognizable [39], and can
sometimes identify incorrect road segments [40]. Many
experiments were conducted using sensor aiding systems
with different signal processing algorithms. Recently, in
[20], [39], and [41], the errors are reported to be in
the range of 15 m for different experiments. In fact,
the corresponding errors can be categorized as nonsta-
tionary. In particular, the errors can grow with distance
traveled. Whereas the proposed soft aiding system does
not depend on road curvature, and the corresponding
errors can be categorized as stationary. It is also possi-
ble to identify incorrect position for specific locations.
However, if the corresponding incorrect position is not
within a small vicinity of the latest recorded location,
then a corrective algorithm would disregard this incor-
rect update for its sudden large repositioning. Unlike
the sensor aiding systems where identification relies on
the existence of road curvature, the identification for
proposed system can be executed almost continuously
in the space domain, depending on the density of the
surveyed locations in the power map (Fig. 2). Based on
the theoretical example discussed in Section III-D, the ab-
solute error corresponding to the proposed system should
be less than 3.3 m.

4) Application domain: Most sensor aiding systems us-
ing map-matching algorithms and odometers (or wheel
counters) encompass two inherent restrictions, namely
1) the system can only be installed on vehicles with
wheels and 2) the navigation is restricted to specified
tracks. Consequently, unless the track is prespecified, the
map-matching algorithm fails when used on an all-track
vehicle navigating haphazardly in a forest. In addition,
such systems cannot be used by pedestrians. Whereas the
proposed soft aiding system is not bounded to these two
restrictions.
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Fig. 4. Two-dimensional map of a neighborhood in Byblos City.

IV. EXPERIMENTAL WORK

A. Experimental Setup

In this subsection, we present the experiments conducted to
examine the validity of the proposed methodology. It is worth
noting that this experiment relies on the available measurements
of the SNR values instead of power values. However, the
noise level can be approximated to be constant for a specific
time during the day and for a specific area. Consequently,
for significant SNR values, the variations of the power values
and SNR values are similar. The objective of the experiments
is twofold: 1) They should show that there is some form of
consistent SNR values if the GPS receiver would return to the
same PD region after ∆t, and 2) they should show different
SNR values in different nearby PD regions. In other words,
they should show that each road segment within the zoomed
PD region has its unique consistent signature (SNR value). The
experiments were conducted in the streets of a neighborhood
of the city of Byblos, Lebanon (see Fig. 4). With the help of
the Almanac data, a time slot in which there is a minimum
number of GPS SVs above the city of Byblos was selected. The
advantage of conducting the experiments at such a time was that
the number of SVs would be critical, thus being unable to use
one or more SVs would cause the GPS receiver to be roving in a
PD or TD region. The best time slot was found to fall between
23:00:00 and 00:00:00. At this time slot, the number of GPS
SVs above the city of Byblos ranged between four and five.

Finding the region in which the experiments were going to
take place was the toughest part of all. It was desired to conduct
the experiments in a region where there is an intersection of
different road segments and where each road segment including
the node of intersection falls in a PD region. This would make it
almost impossible for the GPS receiver alone to predict which
road segment it is roving in, even when map-matching algo-
rithms are applied. After conducting extensive trial experiments
in the chosen neighborhood of the city of Byblos at the chosen
time slot, an “ideal” region was found. Fig. 5 zooms on the
chosen region from the original map.

In this particular region, it was found that node N and its
proximity constitute a PD region. It was necessary to rove far
away from node N to enter a CR again. After selecting the time

Fig. 5. Map of the region where the experiments were conducted.

at which the experiments will be conducted, and after deciding
on the region at which the experiments will take place, two
sets of experiments over two consecutive days were conducted.
The experiments were aiming to show that each road segment
within the zoomed PD region has its unique consistent signature
(SNR values).

The experiments took place on February 20, 2001 and
February 21, 2001. A Trimble Navigation PRO XRS receiver
was mounted on a car to collect the points throughout the exper-
iments. It is worth noting that the measured SNR corresponding
to this specific experiment largely depends on the employed
receiver type. The roving car started on February 20, 2001 at
21:24:02 at point A shown in Fig. 5 and moved in the following
sequence: from point A to point B (in forward mode), from
point B to point C (in reverse mode), from point C to point D
(in forward mode), from point D to node N (in reverse mode),
and finally, from node N to point E (in forward mode). On
February 21, 2001, at 21:20:02, the “same” route was followed
by starting at point A and ending at point E while preserving the
order of the intermediate points B, C, and D. The points that
were collected throughout the experiments were stored with
the aid of a Trimble Navigation TSC1 Asset Surveyor, and the
NMEA output messages were stored by connecting the PRO
XRS Trimble Navigation GPS receiver to the COM1 port of a
laptop PC and downloaded with the aid of a Hyper Terminal
software.

After conducting the experiments over the two days, the
data were transferred to the base station PC, and with the
aid of the Lebanese American University Trimble Navigation
Base Station, the data were differentially corrected through
postprocessing. Then, using the Trimble Navigation Pathfinder
Office Version 2.11 software, the points recorded in the two
experiments were plotted separately while setting the map of
that specific region of the city of Byblos as a background (see
Figs. 6 and 7). It was noticed that the PD region and the CR
were almost identical over the two days of the experiment.
This means that the GPS receiver lost lock from the GPS
SVs and gained it again at almost the same locations. This
observation proves that there exists some form of “consistent”
signatures of PD region and CR when the same locations are
revisited after ∆t. Afterward, a MATLAB code was written to
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Fig. 6. Route of February 20, 2001.

Fig. 7. Route of February 21, 2001.

extract the parameters of interest from the ASCII NMEA output
messages. The data extracted were then tabulated and analyzed.
Some samples of the data collected are presented in the next
subsection.

B. Data Analysis and Observations

It was mentioned earlier that the aim of the experimental
work conducted is to prove that there exists some form of
unique and consistent signatures of nearby PD regions. Suc-
ceeding to do so will enable the GPS receiver to identify its
position within PD regions based solely on the GPS data, thus
eliminating the need to refer to external positioning systems.
The parameters under consideration here will be the GPS SV
positions as well as the SNR values of each GPS SV available.
On one hand, the GPS SVs positions were taken care of by
conducting the experiments at the same location with a time
offset of ∆t between the two consecutive days. By extracting
the GPS SV positions (elevations and azimuths) from the
GPGSV NMEA output message, it was noticed that all the SVs
maintained their locations at (t+ ∆t) throughout the two days.
On the other hand, the SNR values of all the available GPS SVs
were tabulated and analyzed separately.

TABLE I
SNR VALUES, ELEVATIONS, AND AZIMUTHS IN THE PD REGION

BETWEEN POINTS U AND V IN DAY 1

TABLE II
SNR VALUES, ELEVATIONS, AND AZIMUTHS IN THE PD REGION

BETWEEN POINTS U AND V IN DAY 2

TABLE III
SNR VALUES, ELEVATIONS, AND AZIMUTHS IN THE PD REGION

BETWEEN POINTS U AND V IN DAY 2

We will start with showing that there exists some form of a
consistent signature for the same PD region when visited at two
different time instants with a time offset of ∆t. Tables I and II
show the SNR values, the elevations, and the azimuths of all
available GPS SVs in the PD region between points u and v
(see Fig. 6). The elevations and azimuths of all the GPS SVs
are reported for 1 s only, and they are the same throughout the
subsequent seconds. It is worth noting that the maximum SNR
reported by the employed GPS receiver is 50 dB, and all SNR
values falling below 25 dB are reported as 0 dB. Thus, when
normalizing to a range of [0 dB, 25 dB], that is subtracting
25 dB from all SNR > 25 dB, hence, a [25 + x] dB would
result in x dB. The values between parentheses of the SNRs
in Tables I–IV correspond to the normalized values.

The following conclusions could be drawn from these tables.
First, the time fix indicates that on February 20, 2001 at
21:24:21, the GPS receiver was roving inside the PD region
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TABLE IV
SNR VALUES, ELEVATIONS, AND AZIMUTHS IN THE PD REGION

BETWEEN POINTS W AND N IN DAY 2

between points u and v, whereas it was roving within the same
PD region on February 21, 2001 at 21:20:21 (i.e., time offset
∆t). Second, the GPS SVs maintained their previous locations
(elevations and azimuths) after a time offset of ∆t. Third,
almost all of the SNR values match between the two days of the
experiments. There are only two “major” mismatches, which
are highlighted in black cells associated with SVPRN=1. Other
less significant mismatches are associated with SVPRN=25.
Now, to explain these variations and, in particular, these two
major mismatches, it should be recalled that the experiments
were conducted while mounting the GPS receiver on a roving
car. Thus, even though the experiments were synchronized in
time over the two days to have time offset of ∆t, it was
extremely difficult to synchronize the experiments in space and
time over the two days, i.e., to be “exactly” at the same position
over the two days at (t+ ∆t). This explanation is strengthened
by noting that the SNR values recorded at the seconds adjacent
to this mismatch are identical. Thus, it seems that the car was
displaced in position by a few meters and seconds over the
two days. In Tables I and II, it can be noticed that out of the
40 recorded SNRs, 38 recordings are “closely” matched. After
comparing all the SNR values between the two tables, we can
conclude that there exists some form of consistent SNR values
within the same PD region. In other words, the PD region under
consideration has its consistent signature.

To check for the uniqueness of the signature of two different
PD regions, another set of experiments should be conducted
and analyzed. The experiments should simply compare the SNR
values between two different PD regions while maintaining the
GPS SV positions at the same locations. Tables III and IV show
the SNR values, the elevations, and the azimuths of all available
GPS SVs in two different PD regions within the same day
(February 21, 2001). Table III shows the data recorded in the
PD region between points u and v, whereas Table IV shows the
data recorded in the PD region between point w and node N.
Again, the elevations and azimuths are reported for 1 s only, as
they are the same for the subsequent seconds in the tables.

By analyzing Tables III and IV, we could conclude that there
exist a significant number of “major” mismatches (identified by
black cells) among the SNR values between the two PD regions.
Three of the SV SNRs completely disagree between the two
locations. In conclusion, out of 25 recorded SNRs, there are
15 major mismatches. Tables V and VI present the standard
deviations of the SNR values among all available SVs. It can be
noted that, except for the value corresponding to the mismatch

TABLE V
STANDARD DEVIATION (STD) OF THE SNR VALUES

IN THE iTH ROW OF TABLES I AND II

TABLE VI
STANDARD DEVIATION (STD) OF THE SNR VALUES

IN THE iTH ROW OF TABLES III AND IV

in row 5 in Tables I and II, the SNR deviations of Tables I
and II are significantly smaller than the SNR deviations of
Tables III and IV. Thus, it can be concluded that each PD region
has its unique signature. Many other similar experiments were
conducted, which are not reported in this paper, and resulted in
similar conclusions. A more reliable identification measure is
presented in the next section.

C. Implementation of the Proposed Algorithm

Experimental Setup: In this section, the proposed algorithm
is applied partially to the data given in Tables I–IV. Because
only SNR values are available and the error and noise statistics
can be assumed to be stationary over the small time period
considered in Tables I–IV, analysis of SNR values is consid-
ered instead of the power values. The maximum SNR of the
employed GPS receiver is equal to 50 dB, and SNR values less
than or equal to 25 dB result in 0 dB. As a first step, the SNRs
need to be normalized. As presented in the previous subsection,
25 dB must be subtracted from all the SNRs greater than or
equal to 25 dB. Consequently, the normalized maximum SNR
A = 25 dB.

As presented in the previous subsection, Tables I, II, and
IV are the results of experiments executed within the same
vicinity and at slightly different time periods. Tables I and II
include data corresponding to two close trajectories executed
in two “analogous” time periods. Table IV includes data of
a different trajectory and at a slightly different time period.
Note that because Table III includes data corresponding to a
close trajectory, as in Tables I and II, but at different time
periods, its corresponding data would not be considered. In this
experimental simulation, the data of Table I are considered to
reflect the measured SNRs and the data of Tables II and IV
correspond to the information matrix M(t), which is assumed
to be estimated at the same time period of Table I. It is
also assumed that the data of Table II are the nominal SNRs
corresponding to the measured SNRs of Table I. Let Sm,i,j

denote the SNR of Table m, row i of SV PRN j, for m = 2
or 4, 1 ≤ i ≤ 8, and j = 1, 11, 20, 25, or 13. Similarly, let
Ŝ1,i,j denote the SNR of Table I. The time argument is dropped
for compactness. Table VII shows the corresponding percentage
of the mean of absolute errors (MAE) %Pe(i) associated with
Sm,i,j and Ŝ1,i,j . It is worth noting that the distance traveled
between u and v (Tables I and II) is less than 50 m within
8 s. Thus, the average value between two consecutive rows,
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TABLE VII
PERCENTAGE OF MAE %Pe(i)

in Tables I and II, is about 6 m. Thus, %Pe(i) is approximated
as follows:

%Pe(i) ∼=

1
5

∑
j=1,11,20,25,13

|Sm,i,j − Ŝ1,i,j |

25
× 100%.

Performance Analysis: By examining Table VII, it can be
noticed that the minimum value of %Pe(i) is greater than
30% when comparing the different locations corresponding to
Tables I and IV. As expected, these large values indicate the dis-
similarity among the different locations associated with Tables I
and IV. Whereas, the relatively small values of %Pe(i) (shown
in bold, where %Pe(i) < 5%), which are the minimum values
in each row, indicate resemblance associated with Tables I
and II of the same track. Unfortunately, the two trajectories
associated with Tables I and II could never be executed with
perfect time synchronization, and because these experiments
were conducted in PD region, the exact positions at each time
instant could not be available. However, due to the high cor-
relations, or equivalently, the relatively small values of %Pe(i),
one can conclude that the time trajectory associated with Table I
must be delayed by about 1 s (except for the starting point)
when comparing it to the trajectory associated to Table II. The
results presented in Table VII illustrate the potential of the
proposed power matching methodology.

V. CONCLUSION

In this paper, it is shown that a power-matching methodology,
without the integration of any other external sensor, can be
used for GPS coverage extension. Four different experiments
supporting consistency and distinctiveness of signatures were
presented. In particular, it was shown that when the GPS
receiver returned to a certain PD region after ∆t, which is twice
the orbital period of the constellation of GPS SVs, the GPS
receiver experienced the same conditions of darkness. That is,
when the same track was followed throughout two consecutive
days having a time offset of ∆t, the SNR values reported for
all the available GPS SVs were almost identical. Nevertheless,
these values were unique in different road segments emanating
from the same node (within the same proximity) due to the
different geometrical distribution of the surrounding terrains

and buildings. This has led us to conclude that each PD region
within the same proximity has its unique consistent signature. If
such a signature could be revealed while the GPS receiver roves
into a certain PD region, then it could be relied on the GPS data
and power-matching algorithms to solely identify one’s loca-
tion. The latter was supported by basic statistical analysis and
by applying the proposed power-matching algorithm to realistic
experimental data, where it is shown that GPS coverage can be
extended. The advantages of applying this method for position
determination over sensor aiding systems are threefold: 1) Us-
ing the GPS data alone along with power-matching techniques
would eliminate the need to couple the GPS receiver with
external sensors. Thus, the GPS receiver, a suitable topographic
database, and appropriate power-matching algorithms would
be sufficient and reliable enough for position determination.
2) Unlike the sensor aiding systems, the identification does not
rely on road curvatures but can be rather implemented continu-
ously. 3) This new proposed system, which is not restricted to
prespecified tracks and distance-measurement sensor, could be
useful for a wider application domain. Employing the proposed
method requires topographical database of the terrains and
buildings for the urban areas of interest. Such a database could
be constructed and frequently updated with the aid of aerial
images and ArcView 3-D Analyst [38].
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